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INTRODUCTION
Stathis Psillos and Martin Curd

Philosophy of science deals with philosophical and foundational problems that arise
within science. It can be divided into two major strands: general philosophy of science
and the philosophies of the individual sciences. General philosophy of science strives
to understand science as a cognitive activity that is uniquely capable of yielding
justified beliefs about the world; the philosophy of the individual sciences focuses on
more specialized issues within physics, biology, psychology, economics, etc. Some of
the questions raised by general philosophy of science are:

e What is the aim (or aims) of science and what is its method (or methods)? More
generally: What is science, in the first place, and how does it differ from non-science
and pseudo-science?

e What is a scientific theory and how do scientific theories relate to (and thus
represent) the world? How do theoretical concepts get their meaning and how are
they related to observation?

e What is the structure and content of concepts such as causation, explanation,
confirmation, theory, experiment, model, reduction, and probability?

e What rules, if any, govern theory-change in science? What is the function of
experiment! What role do values (both epistemic and pragmatic) play in scientific
decisions and how are they related to social, cultural, and gender factors?

Some of the questions raised by philosophers of the individual sciences concern the
basic conceptual structure of particular sciences (e.g., the problem of measurement
in quantum mechanics, the ontology of space and time, the concepts of biological
function and adaptation, the nature of psychological and sociological explanation,
and the status of economic models). Others relate to the commitments that
flow from the individual sciences (What is the right interpretation of quantum
mechanics? Are there laws in the special sciences? What is the status of causal mecha-
nisms?). The philosophies of the individual sciences have acquired an unprecedented
maturity and independence over the last few decades. This seems to have been due
to, among other things, the collapse of simple-minded reductive and hierarchical
accounts of how science is ordered. Shifting attention from the macro-structure of
science towards the micro-structure of the individual sciences promises answers even
to the most general philosophical questions about science. Still, there is a sense in
which the science we build is one, and looking for a unified and broad understanding
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of this science is bound to remain among the central concerns of philosophers of
science.

General philosophy of science is as old as philosophy itself, especially if we take into
account that science has long been regarded as a paradigm of privileged knowledge
(Greek: episteme; Latin: scientia); that is, systematic and reliable knowledge of the
world as opposed to mere opinion or ungrounded belief. From the ancient Greeks
onwards, philosophers have taken science as an exemplar and sought to understand
its nature and methods. Aristotle’s view — which prevailed until the seventeenth
century — saw science as a stable, deductive structure based on first principles. These
first principles (about forms and essences) are arrived at from the world as it appears to
us by a process that Aristotle called “induction” (that is, for Aristotle, by observation
and intellectual reflection, not by experiment) and provide understanding of observed
patterns (“knowledge of the reasoned fact” — why things have to be the way they are)
via their role as premises in causal explanations. For Aristotelians, the first principles
of science are necessary truths about the natures of things expressed in qualitative,
universal generalizations. Thus, Aristotelian science is both realist and empiricist.
Science is a deductive, axiomatic structure whose aim is causal explanation (not
prediction) based on first principles about the essences of things. Those first principles
are derived from experience and known with certainty. Aristotle’s formal, deductive
model of science was Euclidean geometry; his best empirical example was biology.

In two areas, Aristotelian science failed miserably: terrestrial and planetary motion.
Qualitative generalizations such as “earthy bodies tend to move towards the center of the
universe” and “Planets tend to move in circles with uniform speed about the center of the
universe” were incapable of accounting for the trajectory of projectiles, the acceleration
of falling bodies, or the details of the apparent retrograde motion of the planets against
the backdrop of the stars. Beginning with Ptolemy, astronomers abandoned the official
Aristotelian account of science as they developed increasingly sophisticated, quanti-
tatively accurate models of planetary motion. Some astronomers remained frustrated
Aristotelian realists; others became more or less openly instrumentalists (at least about
astronomy). After the Copernican revolution and the new science of motion pioneered
by Galileo and Descartes — a theory that applied to all bodies, whether terrestrial or
celestial — the time was ripe for a reassessment of the nature of science and its method.

For Galileo, Francis Bacon, and René Descartes, post-Aristotelian science required
a new method; but the nature of that method remained a matter of dispute. Was it,
ultimately, inductive or hypothetico-deductive; or was it based on some a priori insight
into first principles? The Copernican revolution turned on a sharp distinction between
appearance and reality, but the reality that post-Aristotelian science sought to under-
stand was covered by a network of idealizations and abstractions. The book of nature,
Galileo famously said, is written in the language of mathematics; but describing the
mathematical structure of the world does not ipso facto disclose its underlying physical
structure. In hypothesizing (and then testing by experiment) his law of falling bodies,
Galileo explicitly avoided any inquiry into what causes falling bodies to accelerate.
Similarly, Isaac Newton disparaged all hypotheses (recall his dictum hypotheses non
fingo — concerning the causes of gravitational attraction, Newton would “feign no

XX
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hypotheses”), thereby placing a constraint on legitimate science: all metaphysical,
speculative, and non-mathematical hypotheses that aim to explain phenomena or
to provide their ultimate ground — whether from Aristotle or from Descartes — were
disparaged as unscientific. Newton’s inductivist philosophy seemed to limit science
to the discovery of testable laws about observable phenomena (horizontal induction),
thus ruling out inquiry into the micro-structure of bodies (vertical induction).

Newton’s friend John Locke shared his pessimism about vertical induction. Though
Locke allowed that knowledge of real essences (basically, truths about the underlying
micro-structure of things) might be possible in principle, he strongly doubted that we
would ever come to know them because of the limitations of our perceptual faculties.
Since real essences cannot be known through intuition or demonstration (the other
two sources of knowledge for Locke) he concluded that natural philosophy of the
unobservable realm would never become genuine science (that is a body of certain
knowledge, as opposed to probable belief or mere opinion). David Hume went much
further in this skeptical direction. He argued that all factual beliefs (hence all beliefs,
however probable, about what causes what) are derived, not from reason, but solely
from experience by inductive inference. Induction (even of the horizontal kind about
observable objects) does not wear its justification on its sleeve, and Hume argued
that any attempt to show that it is justified, based on experience, would be circular
and hence question-begging. Although Newton was Hume’s scientific model, Hume
denied that Newtonian science could be given any rational or justified foundation of
the sort demanded by Aristotle, Descartes, or Locke. The best we can do is to codify
and describe patterns of inference (such as induction) that form part of human nature
and scientific practice. Thus Hume is seen by some as the first naturalistic philosopher
of science.

Immanuel Kant found Hume’s radical empiricism unable to do justice to the magnif-
icent edifice of Newtonian mechanics. Kant was struck by the complete confidence
with which scientists apply Newton’s laws of motion and gravitation to all bodies,
no matter how small or how distant. It seemed that Newton’s laws had to be true in
order to justify such confidence; their unrestricted universality and apparent necessity
outstripped anything that can be derived from experience by inductive generalization.
Kant undertook to show that although all knowledge starts with experience it does
not arise from it: it is actively shaped by the a priori categories of the understanding
(concepts such as causation and substance) and the forms of pure intuition (space
and time). Kant thought, in effect, that there are unchanging, universal, and a priori
principles of knowledge (synthetic a priori truths) that lie at the heart of empirical
science and that they can be revealed by philosophical investigation. Kant’s ration-
alist interpretation of science was eventually challenged by developments in geometry
and arithmetic (especially the discovery in the nineteenth century of non-Euclidean
geometries) and was shaken by the emergence of relativity theory and quantum
mechanics that formed the new, post-classical, framework for science in the twentieth
century.

It was during the twentieth century that philosophy of science emerged as a distinct
yet central part of philosophy and acquired its own professional structure, departments,
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and journals. By and large, modern philosophy of science has been the product of
philosophically informed scientists who, in the midst of fierce theoretical battles over
the credentials of emerging scientific theories (e.g., atomism and quantum mechanics),
felt the need to understand better the aim and structure of scientific theories, the role
of hypotheses and experiment in science, the origins and justification of central scien-
tific concepts, and the nature and limits of explanation. The likes of Pierre Duhem,
Henri Poincaré, Ludwig Boltzmann, Heinrich Hertz, Albert Einstein, Ernst Mach,
and Max Planck (to name but some of the best known) produced well-articulated
methodological, and philosophical works concerning the status of scientific theorizing
and the nature of scientific method.

Most of the “-isms” that have become prominent in twentieth-century philosophy
of science (realism, instrumentalism, conventionalism, positivism, etc.) were advanced
as responses to the crisis in the sciences: not only new theories were needed, but also
new ways to understand what science is and how it works. Quantum mechanics and
the theory of relativity cast into doubt the philosophical foundations on which not
only classical physics, but also science as a whole and its claim to knowledge, had
rested. On the one hand, Hermann von Helmholtz’s rallying cry “Back to Kant!”
encapsulated one distinctive tendency among scientists to look to philosophy for
conceptual help — at least when it came to securing a place for a priori principles in
our understanding of the world. On the other hand, John Stuart Mill’s controversy
with Auguste Comte over the role of induction and of particular facts in knowledge
highlighted that, even among those who gave experience the first and last word in
knowledge, there was substantial disagreement as to what exactly should be counted
as the scope and limits of experience. The relationship between the “factual” and the
“rational” (to use one of Ernst Cassirer’s happy phrases) in doing, and thinking about,
science was being renegotiated and redrawn.

The new logic of Gottlob Frege and Bertrand Russell, and the development of David
Hilbert’s formalistic program in mathematics, presented a first-rate opportunity to the
young philosophers and scientists who gathered around Moritz Schlick in Vienna
in the early 1920s to employ formal methods in an attempt to clarify, analyze, and
solve (or dissolve) traditional philosophical disputes. It was thought that philosophy
itself would become a rigorous enterprise — scientific philosophy — and would be set
apart, once and for all, from empirical science as well as (meaningless) metaphysics.
Armed with a criterion of meaningfulness (in slogan form: non-analytic statements
are meaningful — “cognitively significant” — if and only if they can be verified), the
logical positivists thought they could secure a distinction between the rational and the
factual within the scientific theories, while at the same time distinguishing sharply
between science and metaphysics. In the 1930s, philosophy of science became the
logic of science: the logical-syntactic structure of the basic concepts of science should
be laid bare so that their conditions of application would be transparent and intersub-
jectively valid. The dominant view separated sharply between the context of discovery
and the context of justification. This project of the logic of science culminated, in the
1950s, in Rudolf Carnap’s attempt to devise a formal system of inductive logic and in
Carl Hempel’s deductive—nomological model of explanation. Though Karl Popper put
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forward a different conception of scientific method, based on the falsifiability of scien-
tific hypotheses and the rejection of inductivism, Popper’s critical rationalism shared
with logical positivism the hostility to psychologism and the view that philosophy
of science is, by and large, a normative enterprise. Before the 1960s, philosophy
of science had become synonymous with anti-psychologism, anti-historicism, and
anti-naturalism.

This conception of philosophy of science was strongly challenged by three
important and influential thinkers. First, W. V. Quine rejected the analytic—synthetic
distinction that lay at the heart of the logical positivist approach. He argued that
no a priori principles were necessary for science, based mostly on the claim that no
principle is immune from revision. In line with this, the factual and the rational were
not as sharply separated as had been thought by Quine’s predecessors — empiricists
and rationalists alike. Quine rehabilitated naturalism, viz., the view that philosophy
is continuous with science and that there is no special philosophical method (by
means of a priori conceptual analysis) in virtue of which philosophical knowledge is
distinct from, or superior to, the empirical knowledge afforded by the sciences. Despite
Quine’s commitment to naturalism, he showed little interest in the rationale for the
non-deductive principles that scientists employ in choosing between rival theories or
in deciding which components of scientific theories to modify or retain in the face of
experiment and observation. Similarly, though it is not inconsistent with his holist
view of theories, Quine largely ignored the insight (emphasized by several of the
logical positivists; often under the guise of conventionalism) that some components
of theories (especially those in physics), play a special role: they provide a constitutive
framework that the rest of the theory presupposes and without which its key terms
cannot be defined. (Think, for example, of the role of space and time in Newtonian
mechanics.) These framework components are not immutable or unrevisable; but
they have a special status that has been aptly described as “relativized a priori.”
Insulated from the possibility of any direct confrontation with experiment, they are
usually revised or abandoned only when the entire edifice constructed around them is
replaced.

Second, Wilfrid Sellars attacked instrumentalism (the view that scientific theories
are merely instruments for classifying, summarizing, and predicting observable
phenomena) and defended scientific realism. He argued for the explanatory indis-
pensability of unobservable entities: unobservables posited by a theory explain directly
why observable entities behave the way they do and obey empirical laws to the extent
that they do. Thus Sellars rejected the so-called “levels” or “layer-cake” picture of
science — the view that there is a strict hierarchy of explanation, first from theories to
empirical laws, and then from laws to individual observable objects — that had been a
core presupposition of the reductionist program of the logical positivists and empiri-
cists. Sellars also attacked foundationalism in epistemology by revealing and rejecting
“the myth of the given,” viz., the view that experiential episodes (“the given”) directly
justify some elite subset of one’s beliefs. In its place, Sellars articulated a form of
Kantian empiricism that distinguishes between two sorts of empirical generalizations
in science: those connected fairly directly to observation by inductive inferences
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(broadly construed); and those constitutive principles, expressed using theoretical
terms, that connect with experience indirectly through their explanatory power.

Finally, Thomas Kuhn argued that any adequate understanding of science should
pay serious attention to the actual history of science (as opposed to the “rational
reconstructions” concocted by philosophers of science as an idealized substitute). This
historical turn repudiated the view of the philosophy of science as a purely conceptual
activity. Kuhn denied that theory-change in science is governed by rules, and — taking
a cue from Duhem — he stressed the role of values (both epistemic and pragmatic) in
scientists’ decisions about which theories to pursue and accept. Interestingly, all three
thinkers were influenced, in differing degrees, by American pragmatism. Pragmatism’s
disdain for drawing artificially sharp distinctions and its emphasis on fallible experience
(not reason or philosophical analysis) as the sole arbiter of scientific practice helped to
undermine the rationale for the logical positivist way of doing philosophy of science.

By the 1960s, philosophy of science saw the rise of psychologism, naturalism, and
historical studies. From then on, the findings of the empirical sciences were allowed to
have a bearing on, perhaps even to determine, the answers to standard philosophical
questions about science. One particularly interesting strand in the naturalist turn
favored the use of findings in cognitive science in an attempt to understand how
theories represent the world, how theories relate to experience, and how scientific
concepts are formed. Another development was the growth of sociological studies
intent on understanding science as a social practice amenable to the same empirical
study as any other human activity. But the real bite of the naturalist turn was that
it made available a totally different view of how scientific methods (and inductive
methods in particular) are justified. Naturalists regard methodology as an empirical
discipline that is part and parcel of natural science: methodological norms are
hypothetical imperatives that link methods and aims; their justification is a function of
their (empirically certified) effectiveness in bringing about those aims.

Until the early 1980s, philosophy of science was preoccupied with grand theories of
how science grows and how theories change. Kuhn himself offered such a theory, based
on the claim that long periods of normal science, governed by a dominant paradigm,
are punctuated by short but turbulent periods of scientific revolution which engender
new and competing paradigms. Imre Lakatos devised his methodology of scientific
research programmes in an attempt to combine some of the insights of the Popperian
view of science — most notably that theories should be abandoned when they conflict
with experience — with the Kuhnian view that there are no algorithmic rules that
govern theory-change. The historical turn showed that the received rational recon-
structions of science were often caricatures, self-serving distortions of the historical
record produced by philosophers in the grip of normative theories. Yet, the historicists’
grand models of science turned out to be equally unsatisfactory, if only because the
individual sciences are too diverse to be lumped under grand macro-models.

In the 1930s and 1940s, the dominant dogma was the unity of science, favored
by the logical empiricists. Driven by epistemological motives (and more specifically,
by the empiricist doctrine that all meaning derives from experience), the logical
positivists aimed, in effect, at a double reduction: the reduction of the language of
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the special sciences to the language of physics and the reduction of the language of
physics to the intersubjective thing-language. By the 1980s, the current had shifted
towards the disunity of science. Physicalism was widely accepted because of the wide
cosmological role ascribed to physics: physical entities are the ultimate constituents
of everything there is (at least everything in space and time), and so all truths about
the world should be reducible to truths about those entities. But the advances in
the special sciences, their explanatory and predictive strengths and their empirical
successes made it all the more difficult to argue against their autonomy from physics.
Jerry Fodor (among others) made a strong case for non-reductive physicalism by
arguing that the ontic priority and generality of physics does not imply reductionism.
The special sciences formulate proper laws connecting natural kinds; those laws and
kinds play an ineliminable explanatory and predictive role. What else should we
require to regard psychology, biology, and chemistry as genuine (and autonomous)
sciences?

The renaissance of scientific realism in the 1960s resulted in an epistemic optimism
with regard to science’s claim to truth, though new forms of empiricism emerged in the
1980s. In the 1950s, Humean views of causation and laws of nature ruled: there is no
necessity in nature; laws, qua cosmic regularities, are contingent; causation is (more
or less) regular succession. By the 1980s, non-Humean accounts of causation and laws
had taken center-stage. It was generally accepted that an appeal to causation could
cast light on a number of important philosophical issues, such as the justification of
beliefs, the reference and meaning of theoretical terms, and the nature of scientific
explanation. Along with it came a resurgence of Aristotelianism in the philosophy
of science. Essentialism acquired new currency and the belief in the existence of
necessity in nature (which is knowable a posteriori) again became popular. Prior to
the Second World War, most philosophers of science had considered metaphysics
meaningless because it transgressed the bounds of meaningful (verifiable or analytic)
discourse captured by mathematics and science. But as the century was drawing to a
close, philosophers of science had to swim in deep metaphysical waters in order to
address a number of key issues.

Though the application of formal methods in the philosophy of science seemed to
be under attack in the 1970s, a fresh, over-arching, formal approach to many problems
in the philosophy of science has become very influential: Bayesianism. Based on the
probability calculus, Bayesianism aims to provide a general framework in which key
concepts, such as rationality, scientific method, confirmation, evidential support, and
inductive inference, are cast and analyzed. Though there is no systematic and well-
worked out alternative to Bayesianism, many of its critics regard it as simply part of
the legend that has animated most philosophy of science, at least in the first half of
the twentieth century, viz., that there is a topic-neutral characterization of scientific
method and a formal explication of the central scientific concepts.

Philosophy of science continues to be a vibrant field: terrain has shifted; fresh ground
has been broken; old ideas have resurfaced and been given new life. More importantly,
philosophy of science has cast light both on science as a whole and on individual sciences
(including established sciences, such as chemistry, that had previously drawn little
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systematic attention, and new sciences, such as cognitive science). Recently, philosophy
of science has also started looking at its own past with an eye to gaining a better under-
standing of its development and what was at stake in past intellectual battles.

This volume is a state-of-the-art collection of essays on some of the most central
and perennial issues in the philosophy of science. The Companion is divided into four
parts:

I Historical and philosophical context
II  Debates

III Concepts

IV Individual sciences.

The chapters of Part I place philosophy of science within a broader context, by
showing how the main issues that philosophers of science think about are related
to issues, themes, and problems in other philosophical areas, most notably in logic,
epistemology, metaphysics, philosophy of language, and the history of philosophy.
Several of the chapters discuss the main schools in twentieth-century philosophy of
science and contribute to the growing trend to reappraise and re-examine the basic
tenets and views of those schools and their place within the broader philosophical
enterprise.

Understanding the main debates in the philosophy of science is the central theme
of Part II. The chapters present in a careful and lively fashion the development of
the important debates, the basic stances, conceptions and theses, as well as the main
arguments and lines of defense. The authors are major participants in those debates
and hence they make no secret of their own commitments and point of view. After
all, there is hardly any neutrality in philosophy.

The aim of Part III is to explain the structure and content (if you like, the debate
about the content) of controversial concepts that are involved in many disputes in
the philosophy of science. The chapters analyze the concepts in some detail, show
their development, refinement or change, unravel their role in a number of philo-
sophical problems, and present the authors’ own views as to how they ought to be
understood.

Finally, Part IV surveys some of the main issues that arise within eight individual
sciences (or clusters of sciences, such as social science and cognitive science). These
chapters discuss foundational issues within particular disciplines as well as their
connections with broader problems in the philosophy of science.

We have been fortunate to have had fifty-eight outstanding philosophers working
with us to produce this volume. Their chapters display some of the best work currently
being done in the philosophy of science, while offering a balance between explaining
standard views and advancing new ideas and criticism. We thank them wholeheartedly.
Their contributions demonstrate the pluralism and richness of current philosophical
thinking about science.

The chapters in this Companion range widely over the philosophy of science at
the beginning of the twenty-first century. There are some inevitable overlaps, but we
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believe they make the volume livelier by offering different and competing points of
view on related topics. At the end of each chapter there are cross-references to other
chapters and suggestions for further reading. These are intended to help readers to
follow up points of interest and to plunge into some of the exciting work that is not
directly referred to in the chapters.

Work for this Companion has taken nearly four years to complete as we persevered
through some setbacks and delays. Many thanks are due: to Tony Bruce of Routledge
(who had the idea of the Companion) and his team who showed us unfailing support
and encouragement; to Ron Price for his deft copyediting and to Andrew Watts for
his efficient production of this volume; to two anonymous readers for Routledge for
useful suggestions about possible chapters (though we did not always follow their
advice); to all the contributors, thanks (again) for all your hard work; and an especial
thanks to two contributors (Cassandra and Rod) who came to our rescue by joining
the project during its final year. At the moment these lines were written the two
editors had not yet met (though they have come to know each other extremely well!).
The Companion was edited somewhere in the cyberspace that links Athens and West
Lafayette and was written in Australia, Belgium, Bermuda, Canada, Cyprus, Finland,

Greece, Ireland, Italy, New Zealand, Turkey, the UK, and the USA.
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1

THE EPISTEMOLOGY OF
SCIENCE AFTER QUINE

Paul A. Roth

My present suggestion is that it is nonsense, and the root of much nonsense, to
speak of a linguistic component and a factual component in the truth of any
individual statement. Taken collectively, science has its double dependence
upon language and experience; but this duality is not significantly traceable
into the statements of science taken one by one... The unit of empirical
significance is the whole of science. (Quine 1961 [1953]: 42)

Few epistemological doctrines seem to fit the sciences more readily than do empir-
icism, taken as a philosophical doctrine about evidence, and naturalism, understood
as a philosophical account of scientific method. Empiricism explains how scientific
theories connect to the world; naturalism proposes optimal procedures for learning
about the world. But a fundamental problem appears to attach to these doctrines. For
the very type of knowledge these philosophical doctrines purport to support and clarify
turns out to be implicated in supporting and clarifying empiricism and naturalism
themselves. Examining this threat of circularity and its consequences leads, I suggest,
to reconceptualizing the status and role of philosophical inquiry vis-a-vis scientific
inquiry and empirical knowledge.

“Epistemology,” Quine declares in “Epistemology Naturalized,” “is concerned with
the foundations of science” (1969: 69). Yet, (in)famously, Quine also maintains in the
same essay that the relation between epistemology and science is one of “reciprocal
containment” (ibid.: 83). Because Quine’s writings have decisively influenced two
lines of debate within epistemology generally and the relation between epistemology
and science in particular — holism and naturalism, respectively — his account provides
a convenient basis for surveying how these debates have evolved. My particular
concern will be, in line with the Quinean perspective adopted herein, determining
in what respects empiricism remains epistemologically fundamental as an account of
scientific knowledge.

In what follows, I offer a sketch of a movement in twentieth-century episte-
mology from what I term a “bottom—up” to a “top—down” approach regarding the
relation of epistemology and the sciences. This will follow lines of argument found in
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“Epistemology Naturalized” by tracing the development of the arguments that system-
atically strip away attempts to justify science independently of science. This engenders
key problems in specifying what to count as empirical, and so as evidence for and
against individual scientific claims. This turns out to be the crucial step in Quine’s
naturalism, i.e., elimination of philosophy as a form of inquiry independent of science.
Yet against those who maintain that Quine’s blurring of the lines between speculative
metaphysics and science represents a politically (if not philosophically) retrograde
move, | indicate how Quine’s holism and naturalism helped motivate and make
possible a proliferation of alternative approaches to the study and understanding of
science. Making explicit this connection allows a somewhat different perspective on
the current disputes between philosophers of science and science studies researchers.

Towards that end, consider reference to “the whole of natural science” from
“Epistemology Naturalized” (written circa 1968) in light of the context of an earlier
use of that phrase in “Two Dogmas of Empiricism” (circa 1950-51). In the latter case,
Quine urges a vast enlargement of the unit assessed as having (or lacking) empirical
significance. In the former, he declares for naturalism, i.e., treating epistemological
questions as questions within science, and so using science to account for how humans
manage to acquire such knowledge. By implication, the notion of empirical significance
must itself be subject to naturalistic scrutiny along with all other aspects of scientific
method and theorizing.

By unpacking just why Quine makes use of so vague a phrase reveals just how
radically Quine’s critique of empiricism forces a reconception of the relation between
epistemology and the philosophy of science. In particular, 1 suggest, terms such as
“empiricism” no longer hold promise of epistemological insight regarding the basis for
scientific knowledge. Empiricism simply ceases to have standing as an epistemological
doctrine apart from science. It becomes, rather, a consequence of naturalism (and
pragmatism), a thesis about the nature of scientific evidence maintained on the basis
of scientific investigation (see Nelson and Nelson 2000).

Empiricism, epistemology, and science in “Two Dogmas”

With regard to knowledge of the external world — empirical knowledge — Quine takes
“empiricism” to name a theory of evidence — sense impressions — that provides the
fundamental basis for legitimating all beliefs about what there is. In “Two Dogmas,”
Quine challenges a traditional empiricist view that one can discriminate by semantic
criteria alone exactly which statements evidence supports (or not) and which need
no evidential support because they are true “come what may.” This challenges the
positivist claim to be able to distinguish between statements that are meaningful
and those that are not, and so, as Quine states, blurs the boundary that positivism
attempted to put in place “between speculative metaphysics and natural science.”
Quine’s two key lines of argument go as follows. First, he gives reasons to doubt
that we can classify sentences in a way that would permit us to identify just some
but not others as expressions of empirical knowledge. Second, he extends this doubt
about distinguishing between what stands in need of empirical confirmation and what
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does not to include finding “equivalences of meaning” between linguistic items such
as sentences and non-linguistic ones such as sense impressions. For if the notion of
“equivalence of meaning” cannot be cashed out in terms of the constituent elements
of so-called analytic statements, the notion cannot be made to work for alleged
equivalences between linguistic and non-linguistic items. In this respect, at least,
the “two dogmas are, indeed, at root identical” (see Quine 1961 [1953]: 41; see also
Ben-Menahem 2005).

Quine’s “countersuggestion” that the measure of epistemic goodness be taken as
the “whole of science,” in sum, raises two key questions regarding how to construe
the relationship between epistemology and philosophy of science. For his phrase “the
unit of empirical significance,” the term “empirical significance” should be understood
as “meaningful in terms of experience.” But the problematic terms — the questions
invoked by the phrase — involve the terms “unit” and “empirical.” For a unit to be a
unit, it must be bounded. So, the first question to be answered would be: What bounds
or determines the unit tested for empirical significance? The second question concerns
the epistemic work to be done by an appeal to a notion of the empirical. Presumably,
the job of the empirical should be to provide some evidential basis independent of the
science being evaluated for the assessment of scientific claims. For otherwise the unit
under test certifies as appropriate the elements used to test it. And this renders unclear
the nature of any claimed epistemic advantage.

The allusion to the “whole of science” suggests that any attempted epistemic
assessment of a single belief implicates all those beliefs comprising that theory to which
a sentence belongs. For how what go by the label “beliefs” (sentences held true) and
how what goes by the label of “experience” (perception) fit together can be logically
accommodated in any number of ways. Attempts to differentiate structurally among
types of linguistic items and to identify a tight logical and evidentiary fit between the
linguistic and the non-linguistic ultimately reveal that there exists no such logically
neat interrelationship between how the world works on us and what we think about it.
In this regard, attempts to distinguish between, e.g., some type of limited holism and
a more global form presuppose an ability to mark off one type of theory (e.g., those in
physics) from other types (those in economics). But our beliefs do not come so neatly
packaged, and their areas of possible interdependence or independence so clearly
marked. The problem involves just the inability to logically specify which beliefs
might be revised should experience disappoint expectations (see Nelson and Nelson
2000, esp. Ch. 5).

Reflections on the logic of science, the history of science, and the sociology of
science all confirm this point, each in its own way. (Let me be clear here that what I
take to be called into question involves a notion of the empirical or experience that can
be made sense of as epistemically basic independently of appeal to science.) But why
then believe that there exists any epistemic leverage in appeals to the empirical?

The two questions — the unit of empirical significance and the content of the
notion of the empirical — moreover, prove deeply interrelated. For a variety of
scientific theories (broadly construed, so as to include the social sciences) serve to
determine just which experiences count and under what conditions they count as
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relevant for assessment purposes. Science ultimately delimits, e.g., how many senses
there are, how they function, and so what even the senses properly so-called could
provide qua evidence. Both questions give rise to worries about how diffuse the notion
of the empirical becomes once it cannot be restricted to terms or simple statements.

One of the most philosophically unsettling consequences of epistemic assess-
ments so conceived involves the many ways of accommodating experience to theory.
Conceiving of the theory—evidence relation as interrelated and logically diffuse
receives further reinforcement from significant pre-Quinean historical and philo-
sophical work by Duhem as well as the powerful influence of work in the history and
philosophy of science by Kuhn and others who came later. In addition, as lan Hacking
(1989) insists, questions of how to sort experiences into kinds remain vexed and
unanswered.

Science without foundations

If notions of sense and sensing themselves require scientific investigation in order to
articulate the respects in which they support science, then the very empirical base to
which science appeals becomes one best understood through science. Thus, in charting
how the “unit question” and the corresponding “experience question” evolved to
something like their present forms, an understanding emerges regarding how these
notions in turn affect what the terms “epistemology” and “science” connote. Unlike
empiricists of old, Quine does not look to the notion of experience to clarify those of
thought or belief: all three, he maintains, stand in need of clarification. Quine links
the notions of meaning, thought, belief, and experience as kindred concepts in the
sense that “they are in equal measure very ill suited for use as instruments of philo-
sophical and scientific clarification and analysis. If some one accepts these notions
outright for such use, I am at a loss to imagine what he can have deemed more in
need of clarification and analysis than the things he has thus accepted” (Quine 1981:
184). In particular, by conceiving of the notion of empirical knowledge as of a piece
with the articulated theorizing of experience that sciences provide, the suggestion
regarding the unit of empirical significance made in “Two Dogmas” turns out to imply
the “reciprocal containment” of science and epistemology proposed in “Epistemology
Naturalized.” (How Quine’s declaration for pragmatism in “Two Dogmas” fits with
his later declared naturalism poses an interesting but, to the best of my knowledge,
presently unanswered question.)

In understanding how to disentangle this relationship of reciprocal containment, it
helps to appreciate the deep link between Quine’s critique of the notion of analyticity
and his critique of positivist, and particularly Carnapian, conceptions of mathematics.
For example, although Quine uses remarks about foundational studies in mathematics
to frame the challenges to epistemology as he understands them in “Epistemology
Naturalized,” this framing remains almost universally ignored in subsequent discus-
sions of Quine’s essay and his account of naturalism (see Roth 1999).

On my telling of the tale, the epistemological program Quine advocates — and,
inter alia, what he means by “naturalism,” “epistemology,” and “science” — involves
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assessing the fate of empirical knowledge once attempts to ground such knowledge
meet a fate that parallels attempts to ground mathematical knowledge. The primary
argument of “Epistemology Naturalized” elaborates the parallel types of problems or
failings that plagued both mathematical and empirical knowledge, and how those
problems transform or otherwise alter what such knowledge comes to in each case.

Quine develops the parallelism in two respects, which he terms the “conceptual”
and the “doctrinal.” Conceptual matters are semantic, concerning definition or expli-
cation. Doctrinal issues involve justification and formal priority. Ideally the definitions
would generate all the concepts from clear and distinct ideas, and the proofs would
generate all the theorems from these self-evident truths. The intended parallel
would then be to the logicist program for having a consistent, fully axiomatized, and
complete set of rules adequate to all of mathematics. This approach, had it succeeded,
would have provided an analysis, in the best understood sense of the term, of the
entire range of truths about the world.

Yet, Quine argues, the project for providing foundation for science (i.e., for
empirical knowledge) parallels the fate of the logicist project in mathematics. On
the doctrinal side, the project falls because of Hume’s problem — generalizations from
experience outrun evidence for them. Hence, derivation of scientific laws proves
impossible.

The problem on the conceptual side is not quite as neat or as venerable. For here
the principal difficulty resides in the relation of the theoretical sentences and the
evidence adduced in their support, i.e., holism. For holism (of the Quine-Duhem
sort) forecloses the possibility of the sort of term-by-term explication that the founda-
tional project presupposes and requires. There are, then, two irremediable failings in
the case of empirical knowledge. Neither laws nor concepts can be accounted for as
hoped, i.e., in terms of sensory impressions and logic alone. This dashes any hope of
finding within empiricism a philosophical foundation for science. As a result, empir-
icism becomes itself an hypothesis within accepted science, one that helps explain
why science provides the engineering success that it does. It also leaves us without
a justificatory standard better than those that the sciences (broadly and collectively
understood) themselves provide, since that “better standard” — deductive justification
from a specified base — is not to be had. The incompleteness results for empirical
knowledge, in short, redefine what can be hoped for or expected by way of justification
of empirical knowledge.

In this regard, Quine’s use of the term “naturalism” must be treated circumspectly,
since a definition of “naturalism” typically makes reference to the “methods of
science,” yet what to count as science cannot be readily taken for granted in Quine.
There is no small irony in the complaint that Quine’s notion of naturalism is vague.
For it typically emanates from those who assume that they know exactly what science
is or what epistemology is, and this despite lacking a demarcation criterion for the
former or settled explications of belief, justification, and truth for the latter.
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Science fully naturalized

[ronically, this relocation of empiricism within science breaks down whatever divides
may be thought to remain between philosophy of science and science studies.
Philosophy of science and science studies were distinguished primarily by the elements
that were cited in the explanans for a given explandandum event (e.g., theory change,
theoretical commitment, confirmation). Typically, philosophers downplay and science
studies’ practitioners emphasize how the practice of science stands implicated in the
customs and mores of those societies in which the science takes place.

[ suggest that those problems that led, in the first place, to the expansion of the unit
of empirical significance and the theorizing of the empirical make moot those disputes.
What counts as experiences and how to assess their effect (e.g., social psychology v.
neurology) will depend in part on the science at issue. For while socially mediated
experiences cannot, in principle, be excluded from epistemological consideration,
attempts to map those experiences to individual beliefs remain subject to all the usual
indeterminacies. In this respect, the key problems inherent in the epistemological
project on the philosophical side — bounding the unit of experience and theorizing
the empirical — emerge, like the return of the repressed, in science studies’ efforts to
provide a “social epistemology.”

Indeed, many debates regarding the epistemology of science — the rationality of
theory choice, accounting for theory change, hypothesis acceptance — that divide philo-
sophical and sociological accounts of scientific claims actually split on the question of
which experiences prove relevant to explaining scientific claims. Sociologists claim
to favor causal explanations of beliefs and philosophers prefer reason-based justifica-
tions. Put another way, one means by which to understand disputes in the area of
science studies, at least with regard to the explanation or assessment of scientific
knowledge claims, would be to take them as disagreements regarding what tests test,
and even which aspects within the experience of individuals bear on the assessments
of epistemic claims.

Consider, for example, how accounts offered by Galison (1987) differ from what one
finds in Pickering (1986). Both of these accounts, moreover, appear to be relatively
internal histories — they do not look much beyond the scientific communities. But Galison
emphasizes how debate in a scientific community becomes settled by citing the reasons
which prevailed, while Pickering emphasizes unacknowledged concerns — for instance,
the need to be able to recycle expertise and yet have a more viable theory — as leading
scientists to favor one view over another. These approaches can be contrasted in turn
with, for example, Shapin and Schaffer (1985), who take a yet wider view of the factors
determining one’s theoretical preferences. Background beliefs regarding social status or
religious affiliation might influence which individual beliefs count or how they count.
In addition, which beliefs might be open to revision will be determined by perceptions
regarding how those beliefs connect to religious or political views deemed important.
Consideration such as these makes the “unit of empirical significance” culture sized.

In saying this, | acknowledge some discomfort in moving from theories conceived
of as linguistic entities to cultures so conceived. As I indicate in what follows, the
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question of the relevant “unit” being assessed has become increasingly diffuse and
problematic. I find no general answer to the question of how to bound or otherwise
specify the unit in which to embed the epistemic evaluation of a specific scientific
claim. Debates need to proceed on a case-by-case basis in this regard. From this
perspective, the label “naturalism” only obscures uncertainties regarding the scope and
content of the present notions of science and experience.

Questions concerning the unit assessed and which experiences serve to assess also
affect questions of how to distinguish between epistemic norms and the methods of
epistemology and scientific norms and the methods of science. For first philosophy
regards (as it must) epistemic norms and methods as independent of natural science.
Scientific knowledge, properly so-called, would then be a consequence of the units
(typically, sentence sized) certified by the right epistemic processes, whatever those
may be taken to be. This leads to a bottom—up strategy. The sort of esoteric and
non-observational claims to know made within particular natural sciences count as
knowledge provided that they can be legitimized by iteration of those methods and
norms — whatever they are — for certifying, for example, basic perceptual statements
or clear and distinct ideas.

By contrast, if epistemology can claim no norms or methods certified by procedures
that stand aloof from all other modes of inquiry, then epistemology proceeds from
within science. First philosophy requires an account of epistemic assessment that can be
independent of science. But Quine argues that we cannot successfully isolate the preferred
empiricist standards — analyticity, experience — and that this failure turns on irremediable
problems concerning the character of word-world connection. He offers as an alternative
account one in which science should be understood as ranging over just the panoply
of norms and methods deemed legitimate for purposes of inquiry. Epistemology, so
conceived, becomes a top—down investigation, at least in the following sense. Evaluation
assumes a certain theoretical stance, and from within that stance proceeds to make what
sense it can of our putative sense-making procedures and claims.

Thus, | take there to be a type of affinity between, on the one hand, the alleged
independence of epistemology and a bottom—up strategy as opposed to, on the other
hand, conceiving of epistemology as pursued from within a scientific account of the
world. Epistemology-within-science proceeds top—down, that is, by asking how, given
an explanatory theory and its justificatory norms provisionally accepted, to encompass
within it a justificatory account of their acquisition and justification. Naturalizing
epistemology by making it part of science exemplifies this top—down strategy.
Bottom—up strategies take an ultimately dogmatic stance (knowledge begins here),
while top—down strategies allow for a pragmatic approach to judging a theory’s merit.

From the standpoint of examining the relationship between philosophy of science
and epistemology, those strategies yield very different results. Viewed bottom—up,
justification consists only of inferential links. Traditional puzzles here concern justi-
fying generalizations — typically, laws; related epistemic problems involve articulating
the logic that connects evidence to experimental tests, experimental tests to theories,
and the logical connections that exist among those statements comprising a scientific
theory. Epistemic evaluation involves justified inference and nothing else.
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Hans Reichenbach offers a straightforward and representative formulation of
this view: “The essence of knowledge,” he declares, “is generalization.” Moreover:
“Generalization ... is the origin of science” (Reichenbach 1951: 5). Although the
strategy for assessing laws must be bottom—up — from evidence of experiment to laws
— once the laws are in hand, epistemology becomes top—down.

Reichenbach’s core philosophical question asks how knowledge of the world
manages to transcend what observation alone provides. His answer echoes themes
repeated frequently during the first half of the twentieth century, viz., that the philo-
sophical study of science can clarify the inferential processes that lead from experience
to theory. For science trumps claims of common sense because of its superiority in
explaining how things, in general, hang together. Science can explain what passes for
common sense; common sense cannot account for scientific understanding. The study
of inference, moreover, marks the special, albeit limited, place for philosophy.

Quine takes science to be about trying to construct a “systematization of our sensory
intake” (Quine 1995). The initial systematization comes with learning the language
one first learns to speak, and of the objects and events about which we communicate
with others. The “reciprocal containment” of epistemology and natural science takes
epistemology to be a part of an attempt to systematize experience. But, though only
an aspect of the scientific enterprise, epistemology so conceived contains the scientific
enterprise, since all of it results in the end from shared stimulations. Quine’s reconcep-
tualization of knowledge still takes knowledge to be the best systematic account for
beliefs held, but takes science to constitute this.

Quine’s very liberal view of what to count as science can be adopted here without
epistemological loss. For by taking science to be just the extensional equivalent of
those empirically oriented disciplines and their collective methods, one does not
assume the burden of discerning deep relations between, for example, physics and
history, on the one hand, while, on the other hand, one can criticize freely those
forms of inquiry, for instance, astrology, that might assume some of the techniques of
science (measurement, prediction) but without the desired results. The appeal to the
empirical remains one that the sciences themselves endorse, but it may be jettisoned
if results warrant that conclusion. As Quine somewhere remarks, should a ouija board
prove a better predictor than physics, it would be pragmatically rational to abandon
physics and go with the ouija board.

Those favoring philosophy of science as epistemology most characteristically insist
on the virtues of systematicity and explanatory power. Those favoring the ordinary
(i.e., those who take as the work of epistemology an analysis of the great many truths
already known prior to science) most typically appeal to truths known as truths prior to
any investigation and which any plausible theory of knowledge must yield as a result.
In this regard, circular reasoning might be thought to undercut the above charac-
terization. For Reichenbach’s assertion that science “requires a reinterpretation of
everyday life” already decides what for many epistemologists remains the fundamental
question at issue: What does a theory of knowledge need to be a theory of?
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Naturalism and normativity/politics and epistemology

Indeed, debates regarding the role of natural science in and as epistemology proceed
under the rubric, in the current philosophical climate, as debates about the role of
naturalism. I take these debates, that is, to be just disputes as to whether and how an
empirical theory can play a role as an epistemological theory. The nub of this debate
centers on the claim that epistemology provides a normative theory and that no
scientific theory can provide an account of norms since such theories simply account
for (describe) the world and so cannot determine what the standards of knowledge
ought to be.

Scientific theories presumably might employ such standards, but it falls to
philosophy to discover and account for the norms determinative of knowledge. In
this regard, disputes about naturalized epistemology focus less on what it is for episte-
mology to be naturalized than on what qualifies a naturalistic/scientific approach as
epistemology.

Some recent work illustrates problems connected to the “unit question” and
the “theorizing of the empirical” by exploring debate about these issues within
American philosophy of science and pragmatism, and various European imports (from
logical empiricism to Marxism). In their Introduction, Hardcastle and Richardson
(2003) correctly acknowledge that “the best current tool for understanding ‘analytic
philosophy’ must surely be sociology of knowledge, especially the notion of ‘boundary
work’.” Alan Richardson stresses an intellectual evolution within naturalism and
pragmatism from Dewey and Morris, on the one hand, to Quine, on the other. On
Richardson’s account, Morris and Dewey view science as a tool for progressive politics,
while Quine decouples naturalism from any progressive view of science. For Quine,
science neither progresses (if “progress” means “comes closer to the truth”), nor does
it provide a basis either for enlightened politics (which would be another form of
progress).

Richardson, in particular, emphasizes that in the debate between Quine and
Carnap, the “semantic, pragmatic, logical, epistemological, scientific, ‘natural,’ formal,
and metaphysical are at stake all at once”. On Richardson’s account, the Morris and
Carnap conception of scientific philosophy was structured so as to exclude tradi-
tional metaphysics or epistemology. Precisely by limiting the scope of the intelligible,
philosophy of science was to clarify philosophical disputes. Since inferential relations
(including inductive inference) could be explicated without appeal to values, the
clarificatory role of logic allowed real progress (both intellectual and political) in
debate to be achieved. Critiques of, for instance, Heidegger by positivists attempted to
show just how this was to go. By making precise the notion of inference, philosophy
could be of social utility by debunking efforts to rationalize certain types of claim.

Yet the political utility of philosophy of science and logic to debunk requires — in
the view Richardson finds in Morris and Carnap — the separation of the logic of inquiry
from explicitly normative concerns. But in order to maintain their concept of a neutral
“logic of science,” Morris and Carnap needed the notion of analyticity. Hence, Quine’s
critique reverberates across a very broad intellectual and cultural front.

11
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On this reading, it comes as no surprise that Richardson situates Quine’s naturalism
as “conservative.” For Quine famously declares at the close of “Two Dogmas” that
the rejection of the analytic-synthetic distinction blurs the “supposed boundary
between speculative metaphysics and natural science.” Yet it was the drawing of this
boundary that underwrote the political utility which Carnap and others conceived
the philosophy of science to have. Quine’s skepticism also muddies ethical waters.
For Carnap stresses the element of choice in the selection of frameworks in order to
indicate that our way of understanding the world involves an element of free choice,
and so an action for which one bears responsibility. Blurring the boundaries between
theory and experience blurs questions of responsibility because how beliefs map on to
experience, and so rationalizations of what one believes, loses just the sharpness and
clarity that gave it some political purchase. No one adaptation of experience to belief
necessarily counts as more rational than some other.

Richardson thus terms Quine’s pragmatism “thin” because Quine does not address
questions of policy or action. For Quine, pragmatic considerations enter in with respect
to how the web of belief gets warped in order to incorporate recalcitrant experiences.
No sentence stands aloof from revision, including the putatively analytic ones. Choice
of frameworks, in this regard, does not insulate from revision statements assumed to
constitute the framework of inquiry. Construing all statements as potentially revisable,
however, scotches the hope that philosophy of science could serve the cause of political
demystification by appealing to the independence of logic and purely inferential
connections between evidence and beliefs. What counts as “pragmatic” turns out only
to be how from within the framework one adjudicates questions of confirmation and so
the adjustment of beliefs. Likewise, without a purely logical criterion for which beliefs
ought to be revised in light of the experience, philosophy provides no objective guide to
action. In one important sense of “pragmatic,” philosophy loses its pragmatic value.

But Richardson surely takes a misstep when he then goes on to claim that “Quine’s
naturalism is intellectually conservative” inasmuch as it “opens up a way back
into metaphysics and epistemology and changes the revolutionary, forward-looking
rhetoric of logical empiricism and American pragmatism into a story of continuity
going back all the way to Locke and Hume” (Hardcastle and Richardson 2003). For
here Richardson seems strangely blind to the radical upheavals that did in fact follow
from the changes rung by Quine on “the unit of empirical significance.” While Quine’s
critique does not allow the critique of metaphysics to serve the political purposes some
positivists had hoped, it does serve (unwittingly, I suspect) to broaden (and so, in one
sense, liberalize) discussion of the factors that play into scientific decision-making.

Richardson bemoans Quine’s version of pragmatism since it does not dictate how
to revise beliefs in the face of experience. Yet that very feature of Quine’s thought
becomes a license for insisting on the relevance of the sociology of science. Relatedly,
Richardson’s linking of Quine’s project to the empiricist tradition of Locke and Hume
misses precisely what makes Quine a philosophical radical because of his thorough and
substantive reconceptualization of empiricism, science, and epistemology.

Keep in mind that for Quine the social aspect of the story remains key: “Language
is a social art. In acquiring it we have to depend entirely on intersubjectively available

12
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cues as to what to say and when” (Quine 1960). Additionally, and even more impor-
tantly, this change shifts accounting for beliefs from inference alone (as Reichenbach
thought) to inference or explanation. This mixing of inferential and causal accounts
leaves some beliefs unrationalized. But which? For reasons alluded to above and now
well known, inferential considerations alone do not mandate how to adjust beliefs in
the face of recalcitrant experience. While this frustrates those who would like to see
each individual belief assessed by its rational merits, it also allows seeing change in
belief as a function of change in circumstance. As noted below, each conception of
belief change carries with it its form of political critique.

Richardson worries that Quine’s turn away from the analytic—synthetic distinction
was a turn toward “conservative” thought, at least insofar as the failure of scientific
prediction did not necessarily direct one to which associated belief to revise. Hence
his concern that Quine’s “thin” pragmatism is no pragmatism worthy of the name,
since it fails to direct action. But this only brings into a focus a part of the epistemo-
logical story, and ignores much of what has actually transpired in the wake of Quine’s
work. For the practical upshot of those reflections has not been the sort of intellectual
paralysis or ennui about which Richardson appears to worry, but a proliferation of
non-philosophic accounts of what scientific theories just are theories about. The effect
has been the creation of an unruly but not-to-be-denied social approach to episte-
mology. The hallmark of this approach, or at least the aspect of greatest interest to
those concerned with the relation of science and epistemology, involves the inclusion
of various factors — race, gender, class — said to influence the imputed “logic” shaping
theories and the criteria for judging them adequate.

While the sociology of science has flourished in the wake of philosophic work criti-
cizing the supposed epistemic foundations of science, too much of this sociological work
simply seeks to redo by means of a social logic what could not be done by more austere
formalisms. The results prove correspondingly (and unsurprisingly) unsatisfying. The
obsession with theoretical formulation brings out the worst in both philosophical and
social—cultural analyses of science. More interesting than the now well-rehearsed
shortcomings of understanding science in purely inferentialist or theory-centric terms
are laboratory-centered studies of how science succeeds when it does. For the account
of knowledge production that emerges in these contexts provides a much better sense of
how theory connects to the world, and what it takes to make this connection succeed.

Quine’s conceptualization of the relation of epistemology and science proves
deeply ironic. Empiricism requires science to explicate that notion — experience — on
which, in turn, to base confidence in science. A further irony involves the fact that
the proposed unit of empirical significance — “the whole of science” — cannot itself be
tested qua unit. So confidence in the whole of science cannot be licensed in this way
— the way in which science supposedly issues such license. What then guides changes
rung on scientific theories? Quine appears to endorse a “pragmatic” basis for such
change (Quine 1961 [1953]). And while Richardson protests that Quine’s blurring
of boundaries fails to be pragmatic because it provides no neutral guide to change,
that blurring helps underwrite Quine’s view that there exists no point of cosmic
exile (Quine 1969), and so makes adjustment a pragmatic rather than purely logical
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matter. A final, albeit surely unintended, irony then situates Quine with Heidegger
and against Carnap in seeing humans as having a choice at every level of their under-
standing of the world (see Stone forthcoming).
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THE HISTORY OF
PHILOSOPHY AND
THE PHILOSOPHY OF
SCIENCE

Joanne Waugh and Roger Ariew

Philosophy and science, as well as their respective histories, are not recognized as
distinct genres until relatively late in Western philosophy. Even when they are
thought to be distinct genres, neither can be written independently of the other,
occasional protestations to the contrary notwithstanding. Philosophy and science
were seen as almost one and the same activity for most of Western intellectual
history, and the description of the relations between the history of philosophy and the
philosophy of science not only forms a very large part of any account of philosophy
and its history, but must include discussion of the history of science as well. Still, the
terms “philosophy,” “history of philosophy,” “history of science,” and “philosophy of
science” are not interchangeable because the networks of associated concepts and
practices constituting each activity change over the long history of their relations.
One could argue that Aristotle’s criticism of the pre-Socratics in Metaphysics is
at one and the same time the first history of philosophy, the first history of science,
and the first attempt at a philosophy of science. Aristotle does not distinguish philos-
ophia from episteme, that is, scientific knowledge; indeed, these terms appear side
by side in Metaphysics at 993b20: “It is right also that philosophy should be called
knowledge of the truth.” This knowledge of the truth comes from studying sophia,
or first philosophy, together with physics and mathematics, but not only from the
study of these theoretical sciences. Philosophia includes also the pursuit of phronesis,
or practical wisdom, as well as the knowledge of the “productive sciences” such as
poetics and rhetoric. For Aristotle, episteme encompasses all of what now goes under
the name “philosophy” but it is not the same as what contemporary philosophers
of science would count as science. There is, however, at least one respect in which
Aristotle’s Metaphysics indulges in a practice that seems to be characteristic of the
history of philosophy as written by philosophers: Aristotle criticizes his predecessors
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for not grasping the nature of philosophy and science, that is, episteme, but in doing so
he fails to characterize their work accurately.

The tradition of identifying science with episteme in its ancient sense, and episteme
with philosophy, as encompassing all of what Aristotle would call the theoretical,
practical, and productive sciences, persists well into the early modern period. René
Descartes’s Principia Philosophiae progresses from Part I: The principles of human
knowledge, and II: The principles of material things, to Part III: The visible world, and
IV: The earth. Descartes had envisaged a Part V, on living things, that is, on animals
and plants, and VI, on man. Indeed, he extends this broad scope for philosophy even
further when, in the Preface to the French translation of the work, he talks about
philosophy being “like a tree whose roots are metaphysics, whose trunk is physics, and
whose branches, which issue from this trunk, are all the other sciences. These reduce
themselves to three principal ones, namely, medicine, mechanics, and morals.”

In the same work, Descartes, who does not typically indulge in history, engages in
some reconstructive history of philosophy in the service of his philosophy of science.
In this instance, however, he both attenuates the contrast between his philosophy and
that of Aristotle, and accentuates his differences with atomists such as Democritus,
presumably in the hope of bringing his Aristotelian readers into his camp. The title
to Principles 1V, article 200, announces that “there are no principles in this treatise
that are not accepted by everyone, so that this philosophy is not new, but is the most
ancient and most common of all.” As part of that argument, Descartes claims that he
“made use of no principle which has not been approved by Aristotle and by all the
other philosophers of every time.” Descartes asserts that he has considered only the
figure, motion, and magnitude of each body, and what must follow from their colli-
sions according to the laws of mechanics, as they are confirmed by certain and daily
experience. He thus turns Aristotle into a fellow mechanist. Two articles later, he
reinforces this revisionist history through a comparison of his principles and those
of both Democritus and Aristotle: “That the philosophy of Democritus is not less
different from ours than from the vulgar [or Aristotelian philosophy]” (IV, art. 202).
Democritus’s atomism is for Descartes very distant from his own philosophy, since he
rejects both atoms and the void as absurd or impossible. He shares with Democritus
only the endorsement of mechanism, what he calls “the consideration of figure,
magnitude and motion.” Therefore, he concludes,

inasmuch as because the consideration of figure, magnitude and motion has
been admitted by Aristotle and all others, as well as by Democritus, and
as | reject all that the latter has supposed with this one exception, while I
reject practically all that has been supposed by the others, it is clear that this
method of philosophizing has no more affinity with that of Democritus than
with any of the other particular sects.

Aristotle and Descartes are not atypical in their “rational reconstructions” of
the philosophical tenets of their predecessors; this activity is repeated many times

in the history of Western philosophy. From such philosophers of nature as G. W.
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Leibniz and Isaac Newton in the seventeenth century to the nineteenth century
scientists—philosophers of science William Whewell and Pierre Duhem, one finds
not only remnants of the identification of philosophy and science, but also histories
of philosophy constructed to support or reject some particular philosophy. Certainly
much more can be said about the views of these and other thinkers forming the
background that shapes our present views on the relations between the philosophy of
science and history of philosophy. In particular, the debate between the neo-Kantians
and the positivists seems to loom large. Immanuel Kant’s Copernican turn, coupled
with his division of philosophy into different spheres in accordance with the mental
activities involved, preserved the identification of philosophy with science, but only
with respect to the grounds of empirical knowledge. The history of science and the
history of philosophy were irrelevant to transcendental philosophy and the scientific
knowledge it made possible.

An alternative to the ahistoricity of Kant’s transcendental philosophy was provided
by the historicism of G. W. E Hegel and Karl Marx. In both cases, the study of the
history of philosophy — and of the history of science — was necessary in order to
understand either or both activities. The point of difference was whether ultimately
the history of philosophy should be seen as comprised of episodes in the history of
mind or the history of matter. The neo-Kantians attempted to capture those aspects
of Kant's philosophy that provided a non-empirical ground for empirical knowledge,
by positing a set of logically coherent structures that must govern scientific knowledge,
and between which sense experience provided no basis for choice. An alternative
conception of history was offered by the positivists, notably Auguste Comte, in which
scientific philosophy was the end result of philosophy’s being purified of metaphysics.
On the positivist view of history, however, studying the history of philosophy and the
history of science was no longer necessary once scientific philosophy emerged.

The end of history

What is, perhaps, most distinctive about the project of modernism in the early part
of the twentieth century, at least initially, is its desire not to re-write history, but to
repudiate it altogether. The dominant philosophical presence in early twentieth-
century philosophy of science — logical positivism — is in its initial formulation
explicitly aligned with the modernist project in rejecting the past, reconstructing
society, and the transforming not just science, art, and philosophy, but culture in all of
its manifestations, including education, and architecture. Thus Rudolf Carnap writes

in the Preface to his Aufbau (1967 [1928]: xvii—xviii) that he and his comrades feel

an inner kinship between the attitude on which our philosophical work
is founded and the intellectual attitude which presently manifests itself in
entirely different walks of life; we feel this orientation in artistic movements,
especially in architecture, in movements that strive for meaningful forms
of personal and collective life, of education and of external organization in
general. We feel all around us the same basic orientation, the same style of
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thinking and doing... Our work is carried on by the faith that this attitude
will win the future.

The explicit goal of the logical positivists is to make philosophy rigorous and scien-
tific in a way that it had never been, not even in the neo-Kantianism in which they
were educated, a philosophical movement itself dedicated to rescuing science from the
excesses of German Idealism. They announce their arrival at “an altogether decisive
turning point in philosophy,” from which point onward there would be “no questions
which are in principle unanswerable, no problems which are in principle insoluble”
(Schlick, in Ayer 1959: 56). This “new, scientific method of philosophizing” consists
in the “logical analysis of the statements and concepts of empirical science” (Carnap,
in Ayer 1959: 133); hence, the name logical positivism. During the same period that
the Vienna Circle (Der Wiener Kreis, another name given to the group) met, Hans
Reichenbach led a group of philosophers in Berlin who subscribed to the same ideas,
the Berlin Society for Empirical Philosophy. The Berlin group apparently preferred to
be known as the “logical empiricists,” but Reichenbach’s name appears among the list
of members and sympathizers in an Appendix to Wissenschaftliche Weltauffassung, the
manifesto published in 1929 by the Vienna Circle.

Like their philosophical predecessors, the logical positivists see themselves as
outstripping previous philosophy in being rigorous and scientific. And like the
positivists after whom they take part of their name, the logical positivists do not regard
studying the history of philosophy (or the history of science) as necessary for progress
in science or philosophy, not even in the interest of showing how logical positivism
is superior to previous philosophy (of science), or in locating the origins of their
opposition to history. Schlick explicitly contrasts the historian’s and philosopher’s
ways of studying the history of philosophy (in Ayer 1959: 43), and Reichenbach states
that those “who work in the new philosophy [scientific philosophy] do not look back;
their work would not profit for historical considerations” (1951: 325). Not wishing
to “belittle the history of philosophy,” he insists, nonetheless, “it is history, and not
philosophy” (ibid.). Scientific philosophy “attempts to get away from historicism and
to arrive by logical analysis at truths as precise, as elaborate, and as reliable as the
results of the science of our time” (ibid.). Its practitioners are “a new class of philoso-
phers” who are “trained in the techniques of the sciences, including mathematics” and
are able to concentrate on philosophical analysis (123).

Much of what past philosophers have deemed philosophical — metaphysics, ethics,
aesthetics — is, in Carnap’s words, only an “expression of the general attitude of a
person towards life (Lebenseinstellung, Lebensgefiihl)” (in Ayer 1959: 78). Metaphysics,
ethics, and aesthetics appear to make meaningful assertions, but these are, in truth,
meaningless, for they either cannot be translated into a logically correct form or there
are no empirical conditions by which one could determine their truth or falsity. Carnap
also lodges this charge at contemporaries in the German philosophical landscape,
notably Martin Heidegger. Heidegger, too, saw himself as revolutionary, engaged also
in an aufbau of society, but one opposed to the socialist, internationalist, techno-
logical, and scientific project of modernism. It is Heidegger’s metaphysical philosophy
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that is specifically cited as “eliminable through the logical use of language,” although
Carnap sometimes speaks also of the “meaningless of all metaphysics” (73). He finds
the origins of metaphysics in mythology that bequeaths its heritage partly to poetry,
and partly to “theology, which develops mythology into a system” (78). Metaphysics
substitutes for theology on the level of systematic conceptual thinking, but further
investigation reveals that metaphysics has the same content as mythology, and arises
from the need to give expression to a man’s attitude to life, to the environment, to
society, to the tasks that he must undertake and to the misfortunes which befall him.
Art is an adequate means of expression for such an attitude, but metaphysics is not:
“the form of its works it pretends to be something that it is not ... a system of state-
ments which are apparently related as premises and conclusion ... of a theory” (79).
The metaphysician deludes himself not because he “selects language as the medium of
expression and declarative sentences as the form of expression; for lyrical poets do the
same without succumbing to self-delusion” (ibid.). But lyrical poets know their domain
is art and not theory, and the metaphysician thinks he has asserted something when
he has “only expressed something, like an artist” (ibid.).

Carnap’s criticisms of the traditional conceptions of the history of philosophy,
metaphysics, aesthetics, and ethics, and of the phenomenological tradition of conti-
nental European philosophy became standard in the Anglicized, de-politicized, and
de-historicized version of logical positivism that emerged after Carnap and other
logical positivists left continental Europe for Britain and the United States in the face
of impending war. The successful repatriation of logical positivism entailed a deraci-
nating of sorts; the Anglicized version of logical positivism embraced the technological
and scientific successes of modernism and disowned its socialist and internationalist
ambitions, the meaning of which had changed in the post-war political atmosphere.
Post-war logical empiricism neither required nor encouraged any study of the history
of philosophy or the history of science; what was required was a sharp distinction
between studying philosophy and studying the history of philosophy, including, if not
especially, the history of logical positivism. When genealogies of logical positivism do
appear, they do not include the philosophy of Kant and the post-Kantians of conti-
nental Europe, nor the political and cultural context of German-speaking Europe
in which logical positivism was initially formulated. The standard view of logical
positivism in the English-language countries is epitomized by A. ]J. Ayer’s remarks in
the editor’s Introduction to Logical Positivism. “It is indeed remarkable,” Ayer wrote,
“how much of the doctrine that is now thought to be characteristic of logical positivism
was already stated, or at least foreshadowed, by Hume” (1959: 4). It is significant that
Reichenbach wrote The Rise of Scientific Philosophy in English, in 1951 after he and
many other Viennese or Berlin positivists achieved a high profile in the philosophical
landscape of the English-speaking countries. Reichenbach’s words meant something
different in the American philosophical landscape of the 1950s from what they would
have meant in Vienna during the days of the Vienna Circle. Ayer’s view was more or
less the standard and largely undisputed view of logical positivism until the closing
decade or two of the twentieth century when a different and far more interesting story
has emerged.
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Reichenbach insists that philosophy (of science) be distinguished not only from
the history of philosophy but also from science itself. The “professional philosopher
of science,” to use Reichenbach’s phrase, is the product of a new and indispensable
distribution of work between scientific research and logical analysis. Indeed, logical
analysis aims at “clarification rather than discovery” and may even “impede scientific
productivity” (1951: 123). Thus does Reichenbach distinguish between the context
of discovery and the context of justification, which, in turn, allows for a clear demar-
cation to be drawn between philosophers, who are concerned with justification, and
historians, who, in one way or another, are concerned with discovery. Philosophers and
historians can then go on their separate ways without having to consider the other
— which they did until the 1960s. Before 1960, there are at least three recognizable
and distinct domains — history of science, history of philosophy, and philosophy of
science — each with its own perspectives, but in relative harmony with one another.
Historians of science and historians of philosophy, although separated by training and
professional societies, could still subscribe to a similar intellectualist historiography;
Alexandre Koyré, for example, was one of the dominant post-war historians of science
who espoused a methodology for the history of science that looked very much like the
one practiced by historians of philosophy. At the time a rather unproductive debate
was being waged between internal and external history of science.

An anecdote that may provide insight into this debate comes from the 1999 History
of Science Society meetings in Pittsburgh. I. B. Cohen gave a paper there entitled,
“Context and Construction: Allies of the History of Science Old and New,” in which
he related the excitement created by Koyré’s work in the late 1950s and early 1960s,
work whose liberating influence was characterized by Cohen as Koyré’s externalism,
although Koyré was widely considered to be the arch internalist. However, Cohen’s
perspective is informed by the work that preceded Koyré, that is, an inductivism in
which philosophical world-views, such as the purported Platonism of Archimedes, are
regarded as metaphysical programs external to science and therefore can play no role.
From this perspective, what Koyré was advocating was external history. But Koyré, in
contrast to historians who would make use of social factors, restricted his historical
accounts to intellectual factors, and thus could be seen as advocating only internal
history.

Koyré’s approach complemented that of the dominant sociology of science, of
Robert Merton and others, which was institutional and large in scale, that is, exter-
nalist. While historians of philosophy, like historians of science, usually treated their
subject as an intellectual matter divorced from social and cultural considerations —
philosophy or science sub specie aeternitatis — historians of philosophy also thought it
advisable, if not mandatory, to proceed in a reconstructivist mode. For example, John
Austin and Gilbert Ryle argued that the history of philosophy would be of greater use
philosophically if it were divorced from its historical contingencies, or detours, a claim
Edwin Curley (1986) easily and justly criticizes. As late as 1984, at the founding of the
new History of Philosophy Quarterly, the editorial statement could request essays that
“cultivate philosophical history in the spirit of philosophia perennis,” historical material
that “should be exploited to deal with matters on the agenda of current discussion.”
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Such “history” has closer filiations with pre-Koyréan history of science than with the
history of science being done at the time of the founding of that journal.

History recalled

In the 1960s and 1970s the notion that the history of science, the history of philosophy,
and the philosophy of science occupied distinct and independent intellectual realms
was subject to a serious challenge, instigated by the publication, in 1962, of Thomas
Kuhn’s The Structure of Scientific Revolutions (SSR). In its very first sentence Kuhn
questions the assumption that the history of philosophy and the history of science
are an expendable part of philosophy and science: “History, if viewed as a repository
for more than anecdote or chronology, could produce a decisive transformation in
the image of science by which we are now possessed.” After Kuhn, philosophers are
required once again to study the history of philosophy and the history of science, but
the point is not to show that a particular philosophy (of science) is superior to previous
ones. Rather, philosophers are required to study the history of philosophy and science
in order to understand the very concept of philosophy (of science). History of science,
it seems, could be seen as evidence for philosophy of science. In his Preface, Kuhn in
fact apologizes for his inability to produce sufficiently broad evidence or suitably wide-
ranging historical accounts: “Far more historical evidence is available than I have
had space to exploit below... In addition, the view of science to be developed here
suggests the potential fruitfulness of a number of new sorts of research, both historical
and sociological” (1962: ix).

Kuhn also overtly rejects the distinction between the context of justification
and the context of discovery, making room for closer integration — again — between
philosophy of science and history of science:

Undoubtedly, some readers will already have wondered whether historical
study can possibly effect the sort of conceptual transformation aimed at
here. An entire arsenal of dichotomies is available to suggest that it cannot
properly do so. History, we too often say, is a purely descriptive discipline.
The theses suggested above are, however, often interpretive and sometimes
normative ... I may even seem to have violated the very influential contem-
porary distinction between “the context of discovery” and the “context of

justification.” (Ibid.: 8-9).

But these distinctions, he asserts, are neither elementary logical nor methodological
dicta that are prior to the analysis of scientific knowledge. Rather, they seem to Kuhn
to be integral parts of a traditional set of substantive answers to the very questions on
which they have been deployed:

If they are to have more than pure abstraction as their content, then that
content must be discovered by observing them in application to the data they
are meant to elucidate. How could the history of science fail to be a source
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of phenomena to which theories about knowledge may legitimately be asked
to apply?

Kuhn also lays the seeds of a larger debate about the desirability, if not necessity, of
an external and social history of science in contrast to an internal and intellectual one.
Kuhn sees SSR as extending the positions he wrote about in 1957 in The Copernican
Revolution (CR), a study of the transformation of the Aristotelian geocentric image of
the world to the heliocentric one in the style of Koyré. In SSR Kuhn writes:

Gradually, and often without entirely realizing that they are doing so, histo-
rians of science have begun to ask new sorts of questions and to trace different,
and often less than cumulative, developmental lines for the sciences. .. They
ask, for example, not about the relation of Galileo’s views to those of modern
science, but rather about the relationship between his views and those of his
group, i.e., his teachers, contemporaries, and immediate successors in the

sciences. (1962: 3)

The movement in SSR toward social history is accentuated in its 1969 Postscript in
which Kuhn declares that a different kind of history might have been more appro-
priate for the work: “If this book were being rewritten, it would therefore open
with a discussion of the community structure of science, a topic that has recently
become a significant subject of sociological research and that historians of science are
beginning to take seriously” (ibid.: 176). Indeed, he ends by repeating the call for a
wider social history: “Having opened this postscript by emphasizing the need to study
the community structure of science, I shall close by underscoring the need for similar,
and above all, comparative study of the corresponding communities in other fields”
(209).

Imre Lakatos puts Kuhn’s conclusions in SSR in stark perspective: “Kuhn’s position
concerning the Copernican Revolution changed radically from the essentially inter-
nalist simplicism of his [CR] to his radically sociologistic [SSR]” (Lakatos and Zahar,
in Lakatos 1978: 177). While Lakatos endorses neither of these historiographical
positions, the latter to his mind is clearly the worse: he characterizes it as a view
that sees only “irrational change” in the historical details (118, 133). For Lakatos,
historical details are neither so simple nor immune from analysis; indeed, he is
famous for a “problem shift” with regard to the internal-external distinction (102).
The distinction changes depending on the particular relevant historiography: what
is external for the inductivist may be internal for the conventionalist (for Lakatos
“internalist simplicism” is a genre of conventionalism, in the mode of Pierre Duhem).
What is external for the conventionalist may be internal for the methodological
falsificationist, and so on. Doubtless, Lakatos is right about the degree of complexity
involved, but for the purposes of the present discussion we can restrict the meaning
of ‘internal’ and ‘external’ to those Kuhn uses in his 1968 article, cited by Lakatos,
“Science: The History of Science.” For Kuhn, “‘internal history’ is usually defined as
intellectual history; ‘external history’ as social history” (1978: 102).
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Although there is merit in Lakatos’s criticism, things are even more complex than he
allowed. Kuhn’s historiographical stance is not one-dimensional in either of his primary
works, and thus neither of Lakatos’s descriptions fit just right. There are sufficient
non-internalist—simplicist accounts in CR for Kuhn to be able to refer back to them in
SSR. For example, in its Preface Kuhn apologizes also for having said “nothing about the
role of technological advances or of external social, economic, and intellectual condi-
tions in the development of the sciences,” adding that, “one needs, however, to look
no further than Copernicus and the calendar to discover that external conditions may
help transform a mere anomaly into a source of acute crisis” (1962: x). The footnote
to this statement states, “these factors are discussed in [CR], 122-32, 270-1.” Indeed,
Kuhn proceeds to use CR as a source for non-internalist historical detail in the body of
SSR: when he refers to Copernicus’s Preface to De Rewolutionibus as “one of the classic
descriptions of a crisis state,” Kuhn cites CR, pp. 13543 (1962: 69; see also 83). Even
when Kuhn argues that Copernicus achieved a scientific revolution in substituting for
the old paradigm a new and incommensurable one, he refers to his previous work. In SSR
Kuhn claims: “Copernicus’ innovation was not simply to move the earth. Rather, it was a
whole new way of regarding the problems of physics and astronomy, one that necessarily
changed the meaning of both ‘earth’ and ‘motion.”” The footnote to that statement refers
to CR, Chapters 3, 4, and 7, and states that “the extent to which heliocentrism was more
than a strictly astronomical issue is a major theme of the entire book” (ibid.: 149-50).
Although it is likely that Kuhn here is reading back his later views into his earlier work,
there had to be enough materials in CR to allow him to read it in the fashion of SSR.

While CR is not the internalist—simplicist manifesto that Lakatos alleges, neither
is SSR a radically sociologistic tract. What may be overlooked in Kuhn’s apology for
not having said anything about the role of technological advances or external social,
economic, and intellectual conditions in the development of the sciences is that he
also asserts that “explicit consideration of effects like these would not,” he thinks,
“modify the main theses developed in [SSR].” Later in SSR (ibid.: 69), when discussing
the Copernican crisis, he repeats that

breakdown of the normal puzzle-solving activity is not, of course, the only
ingredient of the astronomical crisis that faced Copernicus. An extended
treatment would also discuss the social pressure for calendar reform, a
pressure that made the puzzle of precession particularly urgent. In addition,
a fuller account would consider the medieval criticism of Aristotle, the
rise of Neo-Platonism, and other historical elements besides. But technical
breakdown would still remain at the core of the crisis.

Thus, even in the seemingly most psychological-sociological element of SSR — that is,
in crisis and the emergence of scientific theories — Kuhn is sure that external elements
would not modify his conclusions and internal technical matters would be key to
grasping the issues.

Yet the issue raised by Lakatos resonates, for Kuhn does seem to invite research
in the social history of science and even sociology of science, research that includes
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traditional methods as well as more novel approaches such as qualitative or internal
sociology. Social history of science develops, as does sociology of science; one can
find an excellent exposition of the historical stance of such work, in the Introduction
to Steve Shapin and Simon Shaffer’s Leviathan and the Air-Pump (1985). There had
been other significant developments, of course: Joseph Agassi (1963) argued that
the accounts given by historians of science were influenced by their philosophies of
science, with inductivists constructing inductivist history of science, conventionalists
constructing conventionalist history, and Popperians, Popperian history. Lakatos
extended Agassi’s point: “philosophy of science without history of science is empty;
history of science without the philosophy of science is blind” (1978: 102). Thus the
issue of the relation between history (of science) and philosophy (of science) is raised
anew. This can be seen in Larry Laudan’s reflective equilibrium model of history of
science with philosophy of science and his attempts at demarcating various kinds
of histories (1978: Ch. 5), all of which he rejects in subsequent work. More impor-
tantly, history of philosophy finally learned from history of science. As Daniel Garber
recounts:

What my generation of historians of philosophy was reacting against was a
bundle of practices that characterized the writing of the history of philosophy
in the period: the tendency to substitute rational reconstructions of a
philosopher’s views for the views themselves ... the tendency to treat the
philosophical positions as if they were those presented by contemporaries.

The antidote was to adopt the stance previously accepted by history of science; Garber
continues: “My own particular heresies in the history of philosophy derived from my
acquaintance with the history of science... | began reading more and more in the
history of science, trying to link the history of science to the history of philosophy.”
And since “[o]ne of the important trends of history of science in the 1980s and 1990s
was its interests in the social background to science,” he confesses, “I made some stabs
at trying to integrate aspects of these more sociological approaches to my work in the
history of philosophy” (2004: 2—4).

At this stage in the 1990s there might have been a different marriage envisioned
between social history of science, contextualist history of philosophy, historicist
philosophy of science, and internalist sociology of science. But the image of science
painted by the sociologists was in the end unacceptable to Kuhn, who had brought
history from the exile to which the logical positivists had condemned it. Kuhn’s
strongly cognitivist, anti-relativist approach led him to disassociate himself from the
conclusions advanced by social studies of science, which had the further consequence
that Kuhn, in one stroke, had also distanced himself from much of recent history of
science and history of philosophy (1992). Kuhn'’s reinterpretation of himself has had
defenders, such as Vasso Kindi (2005), who argue that Kuhn was consistent all along
in seeking first principles of philosophy of science apart from the history of science:
the history of science provides only illustration, not evidence, for the philosophy of
science. It remains to be seen whether Kuhn’s last words on the subject will have the
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same effect on the philosophy of science and the history of philosophy, and their once-
ancient and then-recent companion, the history of science, that SSR had in the four
decades after its publication.

See also The historical turn in the philosophy of science; Logical empiricism; Scientific
method.
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3
METAPHYSICS

Stephen Mumford

Introduction

Both science and metaphysics are concerned with the question of what there is and,
to that extent, they have the same subject matter. Historically, some of the most
significant debates in metaphysics have concerned the nature of universals (properties
and relations), substance, causation, laws of nature, modality, identity, time, and
truth. This list is not exhaustive, however, and there can be metaphysical issues in
all other areas of philosophy. The mind—body problem is a metaphysical debate in
the philosophy of mind, for instance, and in philosophical logic we may consider
the nature and existence of propositions and logical forms, which is to consider
metaphysical issues.

Given that metaphysics and science seem to seek the same thing — a description
of the nature and workings of the world — we can well ask the question how, if at all,
they differ. Assuming that we can find some difference between them, we can then
ask how they relate. Is one discipline above the other in any respect? Is either of
them logically or epistemologically prior to the other? We will see that philosophers
of science and metaphysicians have had views on these questions and that there has
been substantial disagreement. In the spectrum of views that are available, we find at
one extreme the view that metaphysics is meaningless nonsense and at the other the
view that all empirical and scientific knowledge is dependent on prior metaphysical
understanding.

The chief concern of this essay will be with the demarcation of science and
non-science: what it is, if anything, that makes them different subjects or ways of
investigating, despite having seemingly the same subject matter. Given that the rest
of this book is concerned with the nature of science, the focus here will be on the
contrasting nature of metaphysics. Some philosophers have wondered how metaphysics
is possible, given its abstract and non-experiential character. I will consider, therefore,
how metaphysics relates, if at all, to empirical knowledge. It should be conceded,
however, that there is very little agreement over the precise nature of metaphysics,
even among the metaphysicians themselves. The nature of metaphysics is one among
the number of problems considered by metaphysicians.
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Early attempts at demarcation

The term “metaphysics” comes from Aristotle’s book of that name in which he discusses
various problems that are of this general nature. Aristotle did not call it metaphysics
but, rather, the study of Being qua Being (Metaphysics, Book IV.1). To have Being is to
exist, and Aristotle’s concern was with what it was in general to exist and what it was
for different categories of thing to exist. He also wanted to map out relations between
the different categories of existence and thus produce the most general inventory of
Being. Being qua Being covered everything: it would be an account of all that existed,
not just what exists in the natural or empirical world, though that would be included
as well. The Metaphysics was so named by later scholars just because the book appeared
in their edition after The Physics, and metaphysics is often translated literally as “after
physics.” But, coincidentally (or not, as the case may be), metaphysics is after physics
in another sense, namely in being above or beyond physics in its subject matter.
Aristotle considered Being in such a general and abstract manner that the study went
beyond the empirical and thus we have the earliest case of metaphysics being distin-
guished from science as a distinct subject. There were, however, metaphysicians before
Aristotle, as Plato’s theory of the Forms in the Republic is recognizably a metaphysical
thesis and even the concerns of pre-Socratic philosophers were primarily metaphysical.
A misnomer has been common since Aristotle in that the practitioners of metaphysics
are standardly referred to as “metaphysicians.” If their discipline is after or beyond
physics, however, then clearly they should be named “metaphysicists.” Practitioners
of physics are known as “physicists,” whereas physicians practice medicine. I shall not
here try to replace standard usage, however.

Aristotle’s metaphysics had a distinctly more abstract content than empirical
science. Philosophers of science have tended to seek other distinguishing features
with which to demarcate science and metaphysics. The concern has been largely to
vindicate the position and legitimacy of science and in so doing distinguish it from
various non-sciences: superstition, prejudice, pseudo-science, and metaphysics. Bacon
famously concentrated on the context of discovery as the mark of science, proposing
in the Novum Organum a new inductive method that could generate scientific truths
as if by machinery. Knowledge was scientific if and only if it was derived in the right
way, moving from observation of particular facts, through the tabular method, to a
general theory, such as that heat is motion or that all swans are white.

The need for empirical evidence is even stronger in the empiricist tradition because
of its view that all knowledge comes from experience (see Locke’s Essay Concerning
Human Understanding, 2.1.2). This generates the principle that for any human idea or
concept to be legitimate, we must be able to show from what original experience(s)
it is derived. If we are unable to do so, then such an idea is illegitimate. This led,
some centuries later, to an overall condemnation of metaphysics in logical positivism,
particularly as described by Ayer (1936: Ch. 1). Ayer’s view employs Hume’s fork to
savage effect. In order for a statement or judgment to be meaningful it must be, at least
in principle, empirically verifiable. Hence, if [ claim that there is a cat in my room, the
statement has meaning if and only if there are some experiences it would be possible
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to have — cat-like experiences in my room — that could verify it. But metaphysics
seems to be non-empirical. When I claim that God exists, I do not claim this to be an
empirical truth because God stands outside space and time and so cannot be seen or
heard. But if verifiability is taken as a criterion of meaningfulness, then such a claim is
deemed not just false — strictly speaking not false at all — but meaningless. The words
are just empty sounds because we have literally no idea at all of what we are speaking
when we use the word “God.” Non-science is therefore nonsense, according to this
form of empiricism, though, like Hume, logical positivists allow truths of logic and
mathematics, which are just relations between ideas and utterly trivial. The problem
of metaphysics is that it purports to be both substantial — non-trivial — but also
non-empirical. This is not a permissible combination, so Ayer advocates, provoca-
tively, the “elimination” of metaphysics. The argument is, however, just the modern
version of that famously offered by Hume:

When we run over libraries, persuaded by these principles, what havoc must
we make? If we take in our hand any volume; of divinity or school metaphysics
for instance; let us ask, Does it contain any abstract reasoning concerning quantity
or number? No. Does it contain any experimental reasoning concerning matter
of fact and existence? No. Commit it then to the flames: for it can contain
nothing but sophistry and illusion. (Hume 1748: 165)

Karl Popper (1959) was a critic of both Baconian induction and logical positivism. The
inductive method, no matter how refined it may be, is logically invalid. And because
scientific theories are general, they are not verifiable, even in principle. Logical positivism
would have to pronounce them meaningless. It was clear to Popper, therefore, that
verifiability is not the criterion by which we can distinguish science and non-science. In
its place, Popper offered falsifiability. While no particular observation can verify a general
theory, there are many observations that could falsify it. Popper then saw that a theory
of science, and a demarcation between science and non-science, could be based on this.
Any theory that was unfalsifiable was non-scientific. But here, too, Popper departed
from logical positivism. Both Popper and the logical positivists had read Wittgenstein’s
Tractatus (1921), but left it with differing views of metaphysics. Non-science need not
be nonsense, according to Popper, as metaphysical claims may be among the most
important to us. That is not to say that all non-science is important or good. Popper
went to lengths to discredit Marxism and psychoanalysis for being pseudo-sciences:
unfalsifiable theories claiming scientific credentials. But in allowing that metaphysics can
be important, Popper scores an interesting victory over logical positivism. The logical
positivist claim that statements must be verifiable to be meaningful is not itself verifiable,
because, among other reasons, it is a modal claim. Hence it is self-undermining. In
contrast, that a statement must be falsifiable to be scientific is not a self-undermining
statement even if it is not itself falsifiable. That would just mean that it was not a scien-
tific claim, but it may, instead, be legitimate as a philosophical one.

Popper’s account does not, however, tell us much about the nature of metaphysics,
how it is possible and how it is meaningful if it is not falsifiable. It has also been
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questioned whether the criterion of science that Popper offers is tenable. Science
is likely to involve existential claims as well as general claims. Hence, it may be
claimed that “There is a fifth basic force” or “There is a seventh kind of quark.” Such
statements have the logical form JxFx: that something is F. While I can in principle
verify statements of this form, for example by finding a seventh kind of quark, I can
never falsify such a claim. No matter how many unsuccessful searches I conduct for
a fifth basic force, I do not falsify the claim that there is one. Perhaps, then, falsi-
ficationism gains credence only by concentrating on a limited domain of scientific
statements. Furthermore, it is clear that falsification of theories can be resisted. The
Duhem—Quine thesis states that a general theory can still be held in the light of any
apparently countervailing evidence, simply by rejecting the evidence rather than the
theory. Hence, while I see a black swan I may nevertheless decide to retain my theory
that all swans are white, by accepting some supplementary claim such as that my
observation is unreliable.

Since Popper, more holistic accounts of scientific theories have been given, though
these weaken the division between science and metaphysics. Theories are equated
with paradigms (Kuhn 1962), research programmes (Lakatos 1970) or ideologies
(Feyerabend 1975) which come in whole packages that can determine observations.
Observation is depicted as theory-dependent such that if one accepts a theory then
one will be unable to find empirical refutations of it. But then the theory as a whole
seems as empirically unaccountable as metaphysics and we are left wondering again
what, if anything, distinguishes the two.

Rethinking the divide

We have seen that neither the logical positivists nor Popper can be said to have
succeeded in drawing a substantial divide between science and metaphysics. This
suggests that we might want to rethink the assumption that there is such a clear
distinction between the two disciplines. In this section I look more closely at the basis
of the assumption and then, in the next section, consider some of the options we now
have before us.

Traditionally, metaphysics has been thought to be substantive and synthetic but
also a priori. Science was understood to be entirely empirical and metaphysics entirely
non-empirical, so the only real distinction was thought to be that truth in science was
discovered a posteriori while truth in metaphysics was a priori. Hence, the world will
look the same to an observer no matter which metaphysical theory is true. There is a
division in metaphysics, for instance, between bundle and substratum theorists over
the nature of substance (Loux 2002: Ch. 3). Bundle theorists think that particular
substances are nothing more than bundles of qualities or properties, while substratum
theorists think that there has to be an underlying, property-less substratum that
collects together and individuates those bundles. Bundle theorists and substratum
theorists can agree on all the empirical data, however, so the difference between the
two theories cannot be an observable difference. If we are to decide between the two,
therefore, it seems that we must use reason alone, unaided by the senses. Our choice
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between competing theories of metaphysics can only, it seems, be rational and a priort,
hence the classification of such a practice as rationalist metaphysics. Spinoza’s Ethics
is perhaps the opus classicus of this approach, as an entire world system is built up from
rational first principles through a priori deduction.

However, what has made such an approach to metaphysics difficult to defend is
the additional claimed features that it is also substantive and its truths are synthetic.
Other forms of a priori knowledge, such as logic and mathematics, are insubstantive
in that they do not purport to say anything about what is. To argue that if A then B,
and if B then C, then if A then C, says nothing about whether A, C, or anything else
exists. Following Hume, we may think of such truths as nothing more than expressing
relations between ideas. But metaphysics clearly does make existential claims that are
not simply relations between ideas, as when we say, for instance, that universals exist.
This is not an analytic or conceptual truth: it is not true simply in virtue of the meaning
of the terms employed; so it is synthetic. The combination of being substantive but
non-empirical can now be seen as very deeply puzzling. In the case of substantive
empirical truths, we have a grasp of how to confirm one such truth, perhaps by
observing whether something in the world corresponds to the state of affairs reported
in the statement (assuming we accept some version of the correspondence theory of
truth). In saying that metaphysics is substantive, the metaphysician is wanting to say
that “There are universals” is true if and only if there are indeed universals, regardless
of the fact that realists and nominalists agree over all the empirical data and so we
cannot discover its truth or falsehood empirically.

This worried, among others, Kant (1781), who asked how synthetic a prior
knowledge was possible. His solution was ingenious though it is not one that matches
the ambitions of many metaphysicians. Kant made metaphysics a more modest exercise
by claiming that synthetic a priori knowledge was possible only because it is knowledge
about the nature and limits of our own thinking. Instead of claiming, for instance, that
causation is a real feature of the world, a Kantian account would say something along
the lines of human beings, in virtue of what they are and the way they think, having
to conceptualize the world around them in causal terms. Similarly, I cannot say that
the world in itself is spatio-temporal but I can say that spatio-temporality is a necessary
condition of human perception and apprehension.

Such an approach to metaphysics can be considered deflationary. Instead of saying
something substantial about the world, metaphysics would be saying something
substantial only about the nature of human thought: a far more modest ambition.
And it is also worth noting that this issue is not simply a problem for metaphysics
but is arguably a general feature of all philosophy. In ethics, for example, whether
utilitarianism is the correct moral theory cannot be decided empirically; nevertheless
a moral realist may claim that it is true or false — that it is a substantive thesis.
Similarly, whether knowledge is justified true belief cannot be empirically known. So
this is a very general problem for the whole of philosophy (including the philosophy
of science). It can be argued that philosophy in general has the appearance of being
synthetic a prior, so a Kantian deflationary view of metaphysics would have to apply to
other areas of philosophy. To say that these were also just about the nature of human
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thought would clearly be controversial. Although some philosophers may think that
moral theories are just about the way we think, that itself is a philosophical position,
one with which moral realists disagree. Similarly, metaphysical realists will disagree
with the philosophical position that metaphysics is not about the world itself.

Another approach, which is also in a sense deflationary, is to deny that metaphysics,
and any other part of philosophy, is correctly characterized as synthetic and a priori.
Such an approach would seek to maintain that metaphysics is about the world but
deny that metaphysical thinking has the kind of features that we have found so
puzzling. One could claim that metaphysical thinking was not synthetic after all, but
that metaphysicians were largely in the business of collecting conceptual truths; or one
could claim that metaphysics was not after all a priori, despite appearances and centuries
of philosophical opinion to the contrary. I consider those options in more detail in the
final section, but I wish to consider first an implication of this kind of response. It has
been assumed that philosophers, and metaphysicians par excellence, have a distinctive
way of thinking about the world that is sharply divided from the way scientists think
about the world. Philosophers are able to find substantial non-empirical truths while
scientists find empirical truths. But this may just be a philosopher’s confidence trick,
attempting to carve out some distinctive, esoteric domain that justifies philosophy
as a separate discipline. In which case, there may not be a distinctly metaphysical
way of thinking at all. Indeed, why should we think there might be? How would it
have evolved? What use to humans would it be to think metaphysically? It is hard to
see how thought that has no empirical consequences could bestow any evolutionary
advantage on its thinker. Whether one believes realism about universals or resem-
blance nominalism, one is just as likely to survive and reproduce, so why should any
such ability be selected and developed over the course of human evolution?

Contemporary responses: getting our priorities right

In these final sections I look at some contemporary responses to the problems outlined
above. In doing so, I bring back into focus the two issues with which [ began: How, if at
all, does metaphysics differ from science? And what are the relations between the two?
[ will consider three different live options. These are not exhaustive, but represent the
range of options that are still in the running as explanations of how metaphysics can
be a substantive discipline. They differ on the nature of metaphysics and the degree to
which it is empirically informed. This comes down to a disagreement over the order of
priority between metaphysics and science. One view says that metaphysics is rationally
prior to science and all empirical knowledge. Opposed to this is a view that metaphysics
is a branch or extension of empirical knowledge, and the way that it differs from science
is not in virtue of being a priori but in virtue of being more abstract. Another position
is a halfway house, claiming that metaphysics and science are equal partners in the
endeavor for knowledge. I do not side with any of these three views, partly because I
see both merit and problems in all. I call the three positions, in the order I discuss them,
realism, the Canberra plan (the equal partner view), and a posteriorism. | end with consid-
eration of a more widespread conciliatory view of the correct method in metaphysics.
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Realism

E. J. Lowe advocates metaphysics as a substantial and primary discipline. He says
that his aim is “to restore metaphysics to a central position in philosophy as the most
fundamental form of rational enquiry, with its own distinctive methods and criteria
of validation” (1998: 1). Metaphysics does not tell us what there is, but it does tell
us what is possible. It is then up to science to tell us which of the possibilities is
actual (or which of the many possible worlds is ours). Science unaided cannot tell
us what is possible, unless it becomes itself metaphysical. Science tells us what is
actual, though that will rest on metaphysical and ontological assumptions about the
possible. Metaphysics thus provides the modal background against which we set our
empirical discoveries. For example, we can discover empirically that the morning star
is identical with the evening star only if we accept the modal claim that two distinct
material objects cannot occupy the same place at the same time. This cannot itself be
an empirical claim as only a priori metaphysics may deliver it through its investigation
of what is, and what is not, possible. Similarly, physics will often assume an ontology
based on metaphysical rather than empirical commitments. Whether objects are
just bundles of sensation or are mind-independent, continuing to exist unperceived,
cannot by its very nature be decided empirically. Such considerations prompt Lowe to
claim: “We are all metaphysicians whether we know it or not, and whether we like it
or not” (2002: 4).

The biggest problem for such an account to overcome is how such modal
knowledge can be acquired, which of course harks back to Kant’s question. Lowe
continues to depict metaphysics as substantial: it is about the world (or at least what
is possible for the world) rather than human thought. Yet it is a priori. It is also funda-
mental and primary, returning to the Aristotelian priority of metaphysics as First
Philosophy. Lowe does make some concession to the empirical, however. Empirical
and metaphysical considerations can interact so that we may choose to develop an
empirically informed metaphysics. Science may tell us, for instance, that it is plausible
that the world contains atomistic elements, and this could inform and justify atomism
in metaphysics. Such a theory would no longer then be purely a priori, so would no
longer have the certainty of the pure a priori; but certainty, says Lowe, is something we
should be prepared to sacrifice in metaphysics.

The Canberra plan

Lewis (1970) proposes a way of doing philosophy, and metaphysics in particular, that
has proved influential in recent years. It has been developed by Canberra philos-
opher Frank Jackson (1998). The metaphysician’s job is to gather the platitudes:
all the a priori truths that tell us what some phenomenon is; for example, what it is
that causation is supposed to be, or a law of nature. We form these into a “Ramsey
sentence” that describes a complete role of something. Ix (Fx & Gx & Hx & ...) says
that there is something of which it is true that F, G, H, and so on. In the Ramsey
sentence for causation we might say that there is something that relates events, creates
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constant conjunctions among types of event, supports counterfactuals, and so on. But
this is only the first step. Next we look at the world and discover what, as a matter
of empirical fact, fills such a role: modal relations between particulars, energy trans-
ference, causal powers or whatever. Scientists perform this second step.

The advantage of such an account is that it explains, even vindicates, the philo-
sophical process. Philosophers doing conceptual analysis from the comfort of their
living-rooms play a crucial organizational role in the acquisition of knowledge. They
are concerned only with the a priori portion, but provide an ineliminable and vital
contribution. The metaphysician uncovers the constraints on a theory. Anything
offered as a theory of causation, for example, would have to satisfy the relevant
Ramsey sentence.

There are two problems with this account, however. First, it is contentious that
metaphysics is concerned only with the first of the two steps. Gathering the platitudes
seems a relatively mundane and uninteresting task, which for the most part is merely
assumed to have been completed. In the case of causation, for example, disputes are
rarely about the platitudes themselves. Rather, there is a host of theories that claim
to be able to satisfy the Ramsey sentence just as easily as any other theory, and that
is more commonly the area of dispute among metaphysicians. They have proved
reluctant to leave the second step to the empirical scientists. A second problem is
that it offers no challenge to supposedly natural ways of thinking. Metaphysics is slave
to the platitudes, which are just a collection of common sense. Philosophy in the
Socratic tradition is depicted more as an antidote or challenge to common sense. Why
should a pre-philosophical way of thinking about the world be right? It has proved
enough for us to survive as a species but it might not have got right the more subtle
points about the nature of our world (Lowe 1998: 6-7). Metaphysics might be able to
improve, revise, and regiment our ways of thinking, and the Canberra plan does not
seem to make room for this.

A posteriorism

Quine challenged the analytic—synthetic distinction and Putnam (1962) has argued
that seeming knowledge of a priori necessities could turn out to be wrong. Cats may
turn out, on empirical investigation, to be not animals but robots. That cats are
animals ought, therefore, to be understood as an a posteriori truth after all. Putnam
challenges in general the view that there are necessary, immutable truths. If this is
correct, what would be left of metaphysics, which until now has been presented as a
self-professed a priori enterprise?

Metaphysics might still be possible, though now understood as a kind of a
posteriori study only. The division between science and metaphysics would not be
that one is empirical and one is a priori, but then what would the division be? An
option is to think of types of study falling on a spectrum of more-or-less concrete or
abstract. Metaphysics would be continuous with physics but more abstract. We will
sometimes reflect on our empirical knowledge and want to bring it together to form
a global view, looking at what there is in the abstract. We may note, for instance,
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that scientists invoke various specific laws of nature, such as the law of gravitational
attraction and Coulomb’s law. The metaphysician will then consider laws of nature
in general, deciding what features something must have to qualify as a law, what
role laws generally have in the functioning of our world, whether they relate events
or properties, and so on. Metaphysics is, then, as a posteriori as anything else, but is
distinguished by being at the more abstract end of the a posteriori.

Such a view would still have to answer Lowe’s claim that metaphysical knowledge
is a precondition for empirical knowledge. This last view reverses the order of priority
claimed by realism: science, as empirical study, is prior to metaphysics. Presumably,
the knowledge that distinct material objects cannot occupy the same space at the
same time would be an empirical generalization from the cases of particular distinct
objects. It is nevertheless difficult to explain how this knowledge can be modal and
can support counterfactuals. If one is more of an empiricist philosopher, however, one
may well deny that knowledge has any such modal value and be attracted to some such
form of a posteriorism.

Non-alignment

Rather than adopt one of these three positions, many metaphysicians take a
non-aligned, conciliatory view of their task. Metaphysics is for the most part judged
to be non-empirical, so we are left to reason carefully about the truth of the matter.
David Armstrong (1989: 135), for instance, who is one of the most important and
influential contemporary metaphysicians, says:

Metaphysicians should not expect any certainties in their inquiries. One day,
perhaps, the subject will be transformed, but for the present the philosopher
can do no more than survey the field as conscientiously as he or she can, taking
note of the opinions and arguments of predecessors and contemporaries, and
then make a fallible judgment arrived at and backed up as rationally as he or
she knows how.

Also like many other current metaphysicians, Armstrong accepts a cost—benefit approach:

We have to accept, | think, that straight refutation (or proof) of a view in
philosophy is rarely possible. What has to be done is to build a case against, or to
build a case for, a position. One does this usually, by examining many different
arguments and considerations against and for a position and comparing them
with what can be said against and for alternative views. What one should
hope to arrive at ... is something like an intellectual cost—benefit analysis of
the view considered... One important way in which different philosophical
and scientific theories about the same topic may be compared is in respect of
intellectual economy. In general, the theory that explains the phenomena by
means of the least number of entities and principles (in particular, by the least
number of sorts of entities and principles) is to be preferred. (Ibid.: 19-20).
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Whether this is sufficient to generate truth in metaphysics is another matter. The
factors mentioned are pragmatic, suggesting that the truth delivered by the cost—
benefit analysis is truth as coherence only. If one generally favors a view of truth as
correspondence, one may feel that the cost-benefit analysis in metaphysics cannot
quite attain the substantial metaphysical truths that are being sought.

See also Ciritical rationalism; Essentialism and natural kinds; The history of
philosophy and the philosophy of science; Logical empiricism; Scientific method,;
Underdetermination.
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PHILOSOPHY OF
LANGUAGE

Rod Bertolet

The central topic in the philosophy of language that impinges on work in philosophy
of science is the theory of meaning, particularly the distinction between meaning
and reference. Disputes about the relation among language, truth, and reality,
the connection between what is necessary and what is a priori, the prospects of a
commitment to various sorts of natural kinds and viable forms of essentialism, and
the incommensurability of theories are all tied to views about meaning and reference.
What determines that expressions mean what they do also figures in the section on
holism and incommensurability, below.

The meaning-reference distinction has been marked with other terminology, when
philosophers have distinguished connotation and denotation, sense and reference, or
intension and extension. Motivating the distinction involves appeals to obvious ways
in which terms can be different even if they apply to the same things. Let “renate” be
shorthand for “creature with a kidney” and “cordate” be shorthand for “creature with
a heart.” Facts about the world make it the case that “renate” and “cordate” refer to or
denote the same things, or have the same extension. But clearly they ascribe different
properties to the same set of things, and that difference is among those we capture
by saying they differ in meaning. Time-worn and artificial as it is, the example makes
the point nicely. Differences in description provide the clearest examples of intuitive
difference in meaning: for instance, “the first heavenly body visible in the morning”
and “the first heavenly body visible in the evening” differ in meaning, although as
it happens both expressions (or expansions of them) pick out the planet Venus. But
whether all referring expressions work the same way is another question.

One view is that all such expressions are alike in having both meaning and
reference. The clearest instance of this is probably Rudolf Carnap’s Meaning and
Necessity (1956 [1947]), in which every expression up to and including a full sentence
was assigned an intension that determines its extension. However, one can hold, and
many have held, different sorts of theories about different sorts of expressions. Mill, for
example, famously said in A System of Logic that proper names have denotation but no
connotation, that they do not connote or express properties, whereas common nouns
have both connotation and denotation. Or one might claim, as some contemporary
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writers do, that common nouns fall into different sub-species, some of them being
natural-kind terms whose reference is not determined by any properties associated
with them, perhaps “cat” or “oxygen,” for instance, while others, such as “veterinarian”
or “chemist,” do have reference-determining properties associated with them.

Proper names: the description view

While few philosophers of science are interested in proper names, they provide a useful
point of departure because the issues and arguments surrounding them are similar to
those regarding natural-kind terms. Mill’s account of proper names as connotationless
tags did not enjoy much support through most of the twentieth century. Aside from
providing no account at all of why proper names refer to the individuals that they do,
the account seemed susceptible to a powerful argument that Frege gave in 1892 in
“Uber Sinn und Bedeutung.” The argument proceeds from the premise that sentences
such as “Hesperus is Hesperus” and “Hesperus is Phosphorus” are significantly different
to the conclusion that the terms “Hesperus” and “Phosphorus” must differ in sense,
or the mode of presentation of their shared referent, which is the planet Venus. Frege
locates the difference in the two statements in a difference in cognitive significance,
claiming that “Hesperus is Hesperus” is analytic and a priori, whereas statements
such as “Hesperus is Phosphorus” are neither of those but instead can provide “very
valuable extensions of our knowledge.” He appears to locate the difference in the
sense or meaning of the names in different concepts expressed by descriptions such
as “the evening star” and “the morning star.” It is debatable whether Fregean senses
are not considerably richer than this, but Frege was usually taken to hold the single-
description view, as was Russell. However one wants to specify such details, the
argument takes the difference in the significance of different statements such as these
to be due to the meaning, or semantic properties, of the only things about them that
differ, viz., the names that occur in them.

When one adds Frege’s doctrine that sense determines reference and the claim that
understanding a term is a matter of grasping its sense or meaning, the result is an attractive
account of how words refer to what they do and how speakers know that they refer to
what they do. To grasp the sense of a name is to associate the appropriate description with
it, and the referent is the thing satisfying that description, and known to be the thing
satisfying the description. When one pairs this with a similar account of how common
nouns work, one has in sight a unified account of how singular and general terms work.
The meaning of a term is given by some description expressing a concept grasped by any
competent speaker (this being just what linguistic competence is), and the term refers
to whatever thing or class or set of things which that concept applies to. Questions arise
about which descriptions count, and possible answers range from a single defining property
to the extreme holism that has all associated properties count. While holism has had some
defenders, the progression of mainstream thought in the second half of the twentieth
century was from a single-description view to what is often known as a cluster theory.

A cluster theory seems implicit in some of Wittgenstein’s remarks and was explicitly
advocated by Searle and Strawson. The theory attributed to Frege and Russell,
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according to which, for example, the name “Aristotle” had as its sense the conceptual
content expressed by “the pupil of Plato and teacher of Alexander the Great,” had
the following consequences. First, one could not be wrong about whether Aristotle
taught Alexander the Great, since “teacher of Alexander the Great” is included in the
meaning of the name “Aristotle.” Second, again because of that meaning connection,
it is a necessary truth that Aristotle taught Alexander the Great. The connection
would be just like the meaning connection between “Smith is a bachelor” and “Smith
is unmarried.” But it seems as though we could readily enough be mistaken in some of
the things we believe about historical figures, and it certainly seems as though it is at
best a contingent truth and not a matter of necessity that Aristotle taught Alexander
the Great. There were also some doubts about whether proper names have definitions
at all, in the way that many common nouns do. It seemed more plausible to suppose
that “Aristotle” has its reference fixed by some of the cluster of descriptions that
speakers might offer when asked for Aristotle’s important properties. The approach
left room for counting some descriptions as more important than others and suggesting
that the cluster determines reference without being the meaning or definition of a
name. It was usually left unspecified how many descriptions had to apply to something
for it to be the referent of the name. The vagueness of the story was cited as a virtue
by its proponents, a proper reflection of the imprecision of ordinary language.

The new theory of reference

The origins of what is sometimes called the new theory of reference are a matter
of dispute, but Donnellan and especially Kripke have generally been credited with
overturning cluster as well as earlier versions of the description theory starting in
the early 1970s. Kripke gave modal arguments against cluster theories, urging that
it is not only not necessary that Aristotle taught Alexander, but not necessary that
Aristotle did any of the things we regard as his most important achievements. Both
Donnellan and Kripke offered examples to show that speakers need not be able to
provide the individuating descriptions the theory requires, and need not be able to
provide descriptions that correctly pick out the person or thing to which they refer.
One might, for example, have little to offer for the name “Cicero” or something as
wrongheaded as “inventor of the atomic bomb” for Einstein and yet refer to Cicero
and Einstein by using their names. Kripke argued that intuition tells us that names
are rigid designators, ones that designate the same object in every possible world in
which it exists. This provided an additional argument against description theories:
since empirical descriptions such as “the discoverer of oxygen” vary in reference across
worlds, those descriptions cannot determine the reference of names.

These arguments greatly diminished the popularity of description theories. The
new rival view, sometimes known as a “causal” or “historical explanation theory of
reference,” held that the factor determining reference was not descriptive fit, but a
causal-historical connection between the item originally named and our uses of a
name: the chain of communication from us back to the referent. An important if
controversial outcome of all this was that there were necessary but a posteriori truths,
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such as the truth that Hesperus is Phosphorus. Since both names refer to the planet
Venus, there is no possible world in which it is false that Hesperus is Phosphorus; but
it was an empirical discovery that Hesperus is Phosphorus, not a suitable matter for
a priori astronomical speculation. (There also emerged the possibility of contingent
a priori truths, although the examples were more controversial and the idea was less
shocking to standard views.) “Hesperus” refers to a planet, while count or mass nouns
such as “cat” or “water” have multiple mammals or puddles in their extensions, but the
question naturally arises of whether the mechanism for reference fixing is the same for
these terms.

Parallel considerations were brought to bear against the traditional view of some
common nouns, the view that (as Mill put it) they connoted properties, indeed have
as their meaning a set of predicates (or the properties they pick out) that provide
necessary and sufficient conditions for the applicability of the term they define.
Kripke and Putnam were in the forefront of a repudiation of the traditional view
for natural-kind terms, among which they numbered “lemon,” “water,” “tiger,” and
“gold.” Considerations of necessity took the discussion in two different directions.
The necessity of the properties typically found in dictionary entries — that lemons
are yellow or tigers are striped for instance — was called into question. Putnam had
argued earlier that it is not a matter of meaning, or an analytic truth, that cats are
animals (if they are), since the things we call “cats” might have turned out to be
cleverly designed robots left by the Martians to spy on us. On the other hand, both
Kripke and Putnam endorsed varieties of essentialism, for instance, that tigers have
some biological property such as a certain kind of DNA that it is the proper business
of biologists to specify, that gold having the atomic number 79, and that water being
H,O are essential properties of tigers, gold, and water respectively. These are empiri-
cally discovered essences, so they provide further examples of truths that are necessary,
but a posteriori. Such claims are more controversial for biological than for chemical or
physical kinds.

Putnam’s “Twin Earth” examples

Putnam’s so-called “Twin Earth” examples have figured prominently in discussions of
essentialism and natural kind terms. Putnam asks us to imagine a planet Twin Earth,
which is very much like earth, including the use of what is known there as “English,”
but the language called “English” on Twin Earth differs from English as spoken on
earth because the liquid in the rivers, lakes, and reservoirs on Twin Earth is not water.
On Twin Earth, the liquid called “water” is not H,O; it is indistinguishable from
our water at the macro level, looking and tasting, and quenching thirst in the same
way, but it is a physically different compound, with a chemical formula that Putnam
abbreviates as XYZ. Empirical investigation would eventually reveal this to suffi-
ciently curious travellers from one planet to the other, but it would not have done so
in 1